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Summary 

Electricity generation uses water locally (at the place where energy is generated), but also at 
a distance, where the (raw) material is produced or extracted, e.g., to build a thermal plant 
or to produce the fertiliser used in biomass production. Different energy systems have dif-
ferent water needs, locally and globally. Conducting a water footprint analysis along the 
entire energy supply chain, i.e., including local and distant water needs, allows for the com-
parison of water used per generated unit of electricity across different energy systems. De-
pending on water availability, the amount of water required may or may not restrict electric-
ity generation locally and globally. Changes in future water demand are to be expected be-
tween different regions and energy systems, and will likely influence the long-term sustain-
ability of electricity generation, depending on the system and the availability of water. Ex-
amples include the predicted shortage of cooling water, with advancing climate change af-
fecting water quantity and temperature, which further influences the effectiveness of thermal 
plants. These water constraints may limit the expansion of thermal electricity production and 
thus accelerate the energy transition (Energiewende). 

Is water a limiting factor for the energy transition? 

It is well known that different energy systems possess different water demands. These, in 
turn, directly influence the water availability at power plant locations, or – indirectly – in 
other regions of the world. Direct water consumption, such as for cooling of thermal power 
plants, or the manipulation of river flows for hydropower generation, influence local water 
and environmental systems at the location of the power plant. However, impacts on water 
resources in remote regions, due to, e.g., coal or copper mining, are much less known. These 
global ‘teleconnections’ between energy production and potential water issues cause a con-
flict between the sustainable development goals “clean water and sanitation” (SDG 6) and 
“affordable and clean energy” (SDG 7). The WANDEL project investigated water con-
sumption along the entire energy supply chains in an integrated and interdisciplinary way in 
order to evaluate local and global trade-offs and synergies between these two SDGs in a 
changing environment. Our approach combined local and global analyses for the acquisition 
of data, formulation of a spatially explicit water footprint, development of energy and water 
demand scenarios and the assessment of impacts on global water resources. Moreover, the 
project developed technical instruments and governance tools. These are provided as guid-
ance for decision makers and stakeholders to make them aware of potential negative impacts 
of different types of energy systems on water resources. 

In terms of electricity production, analyses of the WANDEL project show that strategies for 
transition to clean energy should not only be evaluated according to their potential reduction 
of greenhouse gas emissions, but should also consider the abstraction and consumption of 
water and hence direct and remote impacts on water resources. However, compared to 
current conditions, the total amount of water withdrawn and consumed globally will only 
decrease if the transformation of energy systems is accompanied by an efficiency increase 



 

of power plant and cooling technology. Otherwise, water demand increases also in compar-
ison to scenarios with less ambitious decarbonization targets. 

How to identify the trade-offs between the water and energy goals? 

Conducting a Water Scarcity Footprint analysis along the entire energy supply chain, i.e., 
including local and distant water requirements, allows for the comparison of water used per 
generated unit of electricity across various energy systems. Specifically, four different power 
plants, located in three countries (two in Germany, two international), with different energy 
systems, were analysed as case studies: (i) a coal power plant with water cooling on the 
river Weser, (ii) a run-of-river power plant on the Danube, also in Germany, (iii) a con-
centrated solar power plant (CSP) in Morocco, and (iv) the use of sugarcane bagasse for 
electricity production in Brazil. Remote impacts can be traced back in particular to the global 
extraction of primary resources from mining, forestry and agriculture, as well as the pollu-
tion of water resources from waste treatment. Here it becomes clear that already at the plan-
ning stages of energy supply systems, the upstream supply chains and the associated possible 
shifting of problems to other regions should be considered. The water scarcity footprint anal-
yses also illustrate that energy systems relying on renewable resources have a lower impact 
on water resources than conventional energy systems, but only if the system reuses waste 
material (i.e., sugarcane bagasse is treated as a waste product). It also shows that, from the 
perspective of available water resources, a coal-fired power plant performs better in Ger-
many than a CSP power plant in Morocco. However, for a sustainable global energy transi-
tion, the focus should not be on individual environmental impacts such as water resources 
or CO2 emissions, but on promoting technologies that have low impacts across a broad 
range of sustainability criteria. 

The risk and sustainability analyses of all case studies show an increasing vulnerability of 
electricity generation with increasing frequency of water scarcity and drought events. 
Especially in arid regions, water is already a scarce resource and a limiting factor for eco-
nomic growth and agricultural productivity. Expansion and construction of (large) photovol-
taic plants or CSP power plants in these water-scarce areas increase the pressure on already 
scarce water resources and thus increase the competition between the energy sector and 
agriculture as well as drinking water supply and minimum flow requirements for aquatic 
ecosystems. In these areas, human and ecosystem health, sustainable energy production and 
water supply in a changing environment are at risk. As global warming progresses and the 
projected impacts of climate change continue, some renewable water resources may be neg-
atively impacted and contribute to further scarcity. Although the model results are subject to 
different uncertainties (e.g., choice of global circulation model and hydrological model; sce-
nario), robust conclusions can be drawn for regions where model results driven by different 
GCM input show high agreement. A situation of particular concern can be expected for areas 
in the Mediterranean countries, western Asia, Australia and the USA – they are all impacted 
by a decrease in water resources. 

 



 

 

Biodiversity is another aspect that should be considered when evaluating strategies for the 
transition to low-carbon energy systems. Analyses have shown that hydropower develop-
ment will have a disproportionate negative impact on areas which are rich in freshwater 
megafauna species. In particular, these are regions in South America, South and East Asia, 
but also in the Balkan region. Sub-basins with a high proportion of threatened species are at 
risk from the fragmentation of river systems; these are located in Central America, South-
East Asia and the Black and Caspian Sea regions. 

How to turn trade-offs into synergies? 

To address the problems identified, the WANDEL project developed several tools for tech-
nical and governance guidance. A new approach, the Environmental Sustainability As-
sessment, allows to evaluate the sustainability of anthropogenic processes and upstream 
supply chains against the background of potential global environmental impacts. This will 
provide an interface between the established Environmental Impact Assessment and science-
based sustainability indicators. Furthermore, a set of Indicators for Energy and Water 
Security were developed. These allow to assess the sustainability of actions, based on the 
vulnerability of both the water resources as well as the energy system. Furthermore, this 
approach also considers the institutional capacity in the target regions. A new Water Man-
agement Tool and a Simulator for the Training of personnel have been developed. These 
tools ensure an optimal control of water management systems (barrages and reservoirs) and 
increase the efficiency and security of waterways. Finally, the WANDEL project pursued an 
Open Data Approach. Data generated within the project is provided on the WANDEL-
Share platform. The open data policy of the project provides a solid foundation for resilient 
decision-making in the context of the transition to low-carbon energy systems. 

Spatially Explicit Analyses at local to regional levels (or river basin areas) are necessary in 
order to adequately assess the water use of energy systems and the resulting contribution to 
regional water scarcity and likely water quality deterioration. This also includes Life Cycle 
Assessment indicators to identify and evaluate potential environmental impacts related to 
the construction and operation phases. Mining activities put considerable pressure on re-
gional water resources in terms of quantity and quality. In WANDEL, these results were 
analysed and made spatially explicit in order to identify (adverse) remote impacts along the 
supply chains. Remote impacts need to be assessed in view of regional water-energy security 
in order to avoid problem-shifting through the use of technologies that cause other poten-
tially negative environmental impacts at the expense of other world regions. The planning 
of energy supply systems should therefore take into consideration upstream supply chains 
and potential problem shifting to other regions. We recommend that such concepts should 
be included in national energy supply concepts as a spatially explicit environmental assess-
ment of upstream supply, in addition to the assessment of economic issues and CO2 emis-
sions. Technical and governance tools developed in the WANDEL project support the ful-
filment of these requirements and will promote the realization of SDG 6 and SDG 7. 

  



 

Zusammenfassung 

Verschiedene Energiesysteme haben einen unterschiedlichen Wasserbedarf, sowohl vor Ort 
(lokal) als auch in der Ferne (global). Zur Produktion von Elektrizität wird Wasser vor Ort 
für Kühlzwecke, aber auch in entfernten Regionen genutzt, in denen (Roh-)Material produ-
ziert oder gewonnen wird, beispielsweise für den Kraftwerksbau oder die Herstellung von 
Dünger für den Anbau von Ackerpflanzen. Die Durchführung einer Wasser-Fußabdruck-
Analyse entlang der gesamten vorgelagerten Lieferkette, d.h. einschließlich des lokalen und 
entfernten Wasserbedarfs, ermöglicht den Vergleich des Wasserverbrauchs pro erzeugter 
Energieeinheit der verschiedenen Energiesysteme. Je nach Wasserverfügbarkeit kann die 
benötigte Wassermenge die Stromproduktion lokal und global einschränken. Unterschiede 
im Wasserbedarf sind zwischen verschiedenen Regionen und Energiesystemen zu erwarten 
und werden je nach System und Wasserverfügbarkeit wahrscheinlich langfristig die Nach-
haltigkeit der Stromproduktion beeinflussen. Beispiele hierfür sind eine mögliche Knappheit 
von Kühlwasser sowie die Auswirkungen des Klimawandels auf die verfügbare Wasser-
menge und die Wassertemperatur, was wiederum die Effektivität von thermischen Kraftwer-
ken negativ beeinflusst und zu reduzierter Elektrizitätsproduktion führen kann. Wasser-
knappheiten könnten demnach den Ausbau thermischer Energiewandlung begrenzen und 
damit die Energiewende beschleunigen. 

Ist Wasser ein begrenzender Faktor für die Energiewende? 

Es ist bekannt, dass verschiedene Energiesysteme einen unterschiedlichen Wasserbedarf ha-
ben. Diese wiederum beeinflussen direkt die Wasserverfügbarkeit an den Anlagenstandorten 
oder - indirekt – in entfernten Weltregionen. Direkter Wasserverbrauch, wie z.B. zur Küh-
lung thermischer Kraftwerke, oder der Ausbau und Regulierung von Flussläufen zur Was-
serkrafterzeugung, beeinflussen die lokalen Wasser- und Umweltsysteme am Standort des 
Kraftwerks. Die Auswirkungen auf die Wasserressourcen in abgelegenen Regionen, z.B. 
durch den Abbau von Kohle oder Aluminium, sind jedoch weit weniger bekannt. Diese glo-
balen „Fernverbindungen“ zwischen Energieproduktion und potenziellen Wasserproble-
men führen zu einem Konflikt zwischen den UN Nachhaltigkeitszielen „sauberes Wasser 
und Sanitärversorgung“ (SDG 6) und „bezahlbare und saubere Energie“ (SDG 7). Im 
Verbundprojekt WANDEL wurde der Wasserverbrauch entlang der gesamten vorgelagerten 
Lieferkette mit einem integrierten Systemansatz untersuchten, um lokale und globale „Hot-
spots“ zu identifizieren. Auswirkungen der Stromerzeugung auf Wasserressourcen (Quanti-
tät und Qualität) und damit verbundene Zielkonflikte zwischen den beiden SDGs konnten 
bewertet werden. Der in WANDEL verfolgte Systemansatz kombinierte lokale und globale 
Analysen für die Datenerfassung zur Entwicklung eines räumlich expliziten Wasserfußab-
drucks, die Entwicklung von Energie- und Wasserbedarfsszenarien und die Bewertung der 
Auswirkungen auf die globalen Wasserressourcen. Darüber hinaus wurden in dem Verbund-
projekt technische Instrumente und Governance-Tools erarbeitet. Diese werden als Leitfa-
den für Entscheidungsträger und Interessenvertreter bereitgestellt, um sie für mögliche ne-



 

 

gative Auswirkungen der untersuchten Energiesysteme auf Wasserressourcen zu sensibili-
sieren. 

In Bezug auf die Stromerzeugung zeigen die Analysen des WANDEL-Projekts, dass Strate-
gien für den Übergang zu sauberer Energie nicht nur nach ihrer potenziellen Reduktion von 
Treibhausgasemissionen bewertet werden sollten, sondern auch den Wasserverbrauch und 
damit direkte und entfernte Auswirkungen auf Wasserressourcen berücksichtigen soll-
ten. Auf globaler Ebene führen Energieszenarien mit ambitionierten Zielen für ein kohlen-
stoffarmes Energiesystem zu einer geringeren Intensität der Wassernutzung. Im Vergleich 
zu den heutigen Bedingungen wird die Gesamtmenge des weltweit entnommenen und ver-
brauchten Wassers jedoch nur sinken, wenn die Transformation des Energiesystems mit ei-
ner Effizienzsteigerung der Kraftwerks- und Kühltechnik einhergeht. Ansonsten steigt der 
Wasserbedarf auch im Vergleich zu den Szenarien mit weniger ambitionierten Dekarboni-
sierungszielen. 

Wie lassen sich die Zielkonflikte zwischen Wasser und Energie ermitteln? 

Die Durchführung einer Wasserknappheits-Fußabdruck-Analyse entlang der gesamten 
Energieversorgungskette, d. h. einschließlich des lokalen und entfernten Wasserbedarfs, er-
möglicht den Vergleich des Wasserverbrauchs pro Energieeinheit über verschiedene Ener-
giesysteme hinweg. Konkret wurden vier verschiedene Kraftwerke in drei Ländern mit un-
terschiedlichen Energiesystemen analysiert: (i) ein Kohlekraftwerk mit Wasserkühlung an 
der Weser, (ii) ein Laufwasserkraftwerk sowie die Stauhaltungskette an der Donau, beide 
in Deutschland, (iii) ein konzentriertes solarthermisches Kraftwerk (Concentrated Solar 
Power, CSP) in Marokko und (iv) die Nutzung von Zuckerrohr-Bagasse zur Stromerzeu-
gung in Brasilien. Fernwirkungen sind insbesondere auf die weltweite Gewinnung von Pri-
märressourcen aus Bergbau, Forst- und Landwirtschaft sowie die Verschmutzung von Was-
serressourcen aus der Abfallbehandlung zurückzuführen. Hier wird deutlich, dass bereits bei 
der Planung von Energiesystemen die vorgelagerten Lieferketten und damit verbundenen 
mögliche Problemverlagerungen in andere Regionen berücksichtigt werden sollten. Die 
Wasserknappheits-Fußabdruck-Analysen illustrieren auch, dass Energiesysteme, die auf er-
neuerbare Ressourcen setzen, geringere Auswirkungen auf die Wasserressourcen haben, al-
lerdings nur, wenn das System Abfallmaterial wiederverwendet (d.h., die Zuckerrohrbagasse 
als Abfallprodukt behandelt wird). Sie zeigt auch, dass aus Sicht verfügbarer Wasserressour-
cen ein Kohlekraftwerk in Deutschland besser abschneidet als ein CSP-Kraftwerk in Ma-
rokko. Allerdings sollte für eine nachhaltige globale Energiewende der Fokus nicht auf ein-
zelnen Umweltauswirkungen liegen, sondern es sollten Technologien gefördert werden, 
die in einem breiten Spektrum von Nachhaltigkeitskriterien geringe Auswirkungen ha-
ben. 

Die Risiko- und Nachhaltigkeitsanalysen aller Fallstudien zeigen eine steigende Verwund-
barkeit der Energieversorgung mit zunehmender Häufigkeit von Wasserknappheit und Dür-
reperioden. Besonders in ariden Regionen ist Wasser bereits heute eine knappe Ressource 



 

und ein limitierender Faktor für wirtschaftliches Wachstum und landwirtschaftliche Produk-
tivität. Erweiterungen und Aufbau von (großen) Photovoltaikanlagen oder CSP Kraftwerken 
in diesen wasserarmen Gebieten verstärken den Nutzungsdruck auf bereits knappe Wasser-
ressourcen und erhöhen somit die Konkurrenz zwischen der Energiewirtschaft und Land-
wirtschaft sowie Trinkwasserversorgung und Mindestabfluss für aquatische Ökosysteme. In 
diesen Gebieten sind die Gesundheit von Menschen und Ökosystemen, die nachhaltige Ener-
gieerzeugung sowie die Wasserversorgung in einer sich verändernden Umwelt gefährdet. 
Die fortschreitende globale Erwärmung und die möglichen Auswirkungen des Klimawan-
dels werden sich zum Teil negativ auf die erneuerbaren Wasserressourcen auswirken und zu 
einer weiteren Verknappung beitragen. Obwohl die Modellergebnisse verschiedenen Unsi-
cherheiten unterliegen (z.B. Wahl des Globalen Zirkulationsmodells und des hydrologischen 
Modells, Szenario-Annahmen), so lassen sich doch Aussagen zu besonders betroffenen Re-
gionen aus der Übereinstimmung der Modellergebnisse ableiten. Hier sind Gebiete in den 
Mittelmeeranrainerstaaten, im westlichen Asien, Australien und den USA von einer Ab-
nahme der Wasserressourcen betroffen. 

Die Biodiversität ist ein weiterer Faktor, der bei der Bewertung von Strategien für den Über-
gang zu kohlenstoffarmen Energiesystemen berücksichtigt werden sollte. Analysen haben 
gezeigt, dass sich der Ausbau der Wasserkraft unverhältnismäßig stark auf Gebiete auswir-
ken wird, die reich an Arten der Süßwasser-Megafauna sind. Dies betrifft insbesondere Re-
gionen in Südamerika, Süd- und Ostasien, aber auch die Balkanregion. Teileinzugsgebiete 
mit einem hohen Anteil bedrohter Arten sind durch die Fragmentierung von Flusssystemen 
besonders gefährdet; diese befinden sich in Zentralamerika, Südostasien und in den Regio-
nen des Schwarzen und Kaspischen Meeres. 

Wie lassen sich Zielkonflikte in Synergien verwandeln? 

Um die identifizierten Probleme anzugehen, wurden im Rahmen des WANDEL-Projekts 
mehrere Instrumente zur Unterstützung technischer und Governance-Prozesse entwi-
ckelt. Mit dem neuen Ansatz Environmental Sustainability Assessment ergibt sich die Mög-
lichkeit, die Nachhaltigkeit von anthropogenen Prozessen und vorgelagerten Lieferketten 
vor dem Hintergrund möglicher globaler Umweltauswirkungen zu bewerten. Damit wird 
eine Schnittstelle zwischen der etablierten Umweltverträglichkeitsprüfung und wissen-
schaftsbasierten Nachhaltigkeitsindikatoren geschaffen. Darüber hinaus wurde ein Satz von 
Indikatoren für Energie- und Wassersicherheit entwickelt. Diese erlauben es, die Nach-
haltigkeit von Maßnahmen zu bewerten, basierend auf der Verwundbarkeit sowohl der Was-
serressourcen als auch des Energiesystems. Darüber hinaus berücksichtigt dieser Ansatz 
auch die institutionelle Kapazität in den Zielregionen. Es wurden ein neues Wassermanage-
ment-Tool und ein Simulator für die Ausbildung von Betriebspersonal entwickelt. Diese 
Werkzeuge gewährleisten eine optimale Steuerung von Wassermanagementsystemen (Stau-
dämme und Reservoirs) und erhöhen die Effizienz und Sicherheit von Wasserwegen. 
Schließlich verfolgte das WANDEL-Projekt einen Ansatz offener Datenverfügbarkeit. Im 
Rahmen des Projekts generierte Daten werden auf der online-Plattform WANDEL-Share zur 



 

 

Verfügung gestellt. Die offene Datenpolitik des Projekts bietet eine solide Grundlage für 
belastbare Entscheidungen im Kontext der Energiewende. 

Räumlich explizite Analysen auf lokaler bis regionaler Ebene (bzw. Einzugsgebieten) sind 
notwendig, um die Wassernutzung von Energiesystemen und den daraus resultierenden Bei-
trag zu regionaler Wasserknappheit und möglicher Verschlechterung der Wasserqualität 
adäquat bewerten zu können. Dazu gehören auch Life Cycle Assessment-Indikatoren, um 
potenzielle Umweltauswirkungen der Bau- und Betriebsphase von Kraftwerken zu erfassen 
und zu bewerten. Die bergbaulichen Aktivitäten üben hinsichtlich Quantität und Qualität 
zum Teil einen erheblichen Druck auf regionale Wasserressourcen aus. In WANDEL wur-
den diese Ergebnisse analysiert und räumlich explizit aufbereitet, um (nachteilige) Fernaus-
wirkungen entlang der vorgelagerten Lieferketten zu identifizieren. Fernauswirkungen müs-
sen im Kontext der regionalen Wasser-Energie-Sicherheit bewertet werden, um eine Prob-
lemverschiebung durch den Einsatz von Technologien zu vermeiden, die andere potenziell 
negative Umweltauswirkungen auf Kosten anderer Weltregionen verursachen. Bei der Pla-
nung von Energieversorgungssystemen sollten daher die vorgelagerten Lieferketten und 
mögliche Problemverlagerungen in andere Regionen berücksichtigt werden. Dies sollte in 
naher Zukunft neben der Bewertung wirtschaftlicher Fragen und der CO2-Emissionen als 
räumlich explizite Umweltbewertung Eingang in nationale Energiekonzepte finden. Die im 
Projekt WANDEL entwickelten technischen und regeltechnischen Werkzeuge unterstützen 
die Erfüllung dieser Anforderungen und fördern die Umsetzung der UN Nachhaltigkeitsziele 
SDG 6 und SDG 7. 
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1 Introduction 

1.1 Context 

The 2030 Agenda for Sustainable Development and its 17 Sustainable Development Goals 
(SDGs; 2015; UN, 2016) provide an important roadmap to sustainability for Germany and 
the world-wide. Owing to the growth of global human population and economic develop-
ment, there is an increasing demand for energy (Ahmad & Zhang, 2020). Still, substantial 
gaps in electricity supply exist in many regions (e.g. 770 million people without access to 
electricity in 2019; (IEA, 2021a). Therefore, ensuring “access to affordable, reliable, sus-
tainable and modern energy for all" has been listed in SDG 7. At the same time, climate 
change mitigation is also included as an SDG goal (i.e., SDG 13) and pushed to the frontline 
of discussion among international and national parties. For example, the Paris Agreement 
was reached in 2015 among over 190 parties at COP 21, aiming to reduce greenhouse gas 
emissions and limit global warming (UNFCCC, 2015). It will require an increase in the share 
of renewable energies worldwide; they already reach almost 30% of electricity supply glob-
ally in 2020 (IEA, 2021b). Furthermore, within these goals, water and energy play a partic-
ular role. Not only do they have their own goals (Numbers, 6 and 7, respectively) but they 
are explicitly or implicitly connected to many of the other SDGs. In particular, they are 
linked to each other in that significant volumes of water are needed at different stages of the 
conventional energy supply chain (Meldrum et al., 2013).  

Closely linked to this overarching goal 7 is the energy transition (‘Energiewende’ in Ger-
man) in Germany, where the country already provides more than 40% of its electricity pro-
duction through renewable energy sources (Destatis, 2021). In 2020, the share of renewable 
energies in Germany's gross electricity consumption rose to 45.4% (2019: 42.0%). For the 
first time, renewable energy sources generated more electricity than all fossil energy sources 
(coal, gas and oil) together (BMWi, 2021). SDG 7.2 demands a substantial increase in the 
share of renewable energy in total final energy consumption. Meeting this target will require 
to further accelerate the energy transition by increasing renewable energy in electricity pro-
duction (but also for heating and in the transport sector).  

The goals of the energy transition fit very well with the achievement of SDG 7, but the 
achievement of this goal can have several limiting factors, including the adequate supply of 
water (Holland et al., 2015; Mielke et al., 2010). The availability and sustainable manage-
ment of water should be ensured equally for all (goal 6). Therefore, goal 7 and the energy 
transition and goal 6 (water) are of central importance. 



Introduction 

2 

As there are (considerable) potential conflicts of objectives but also synergies (e.g. water vs. 
energy vs. food) between the goals and their achievement, the implementation of the Sus-
tainable Development Goals requires mechanisms at all levels of implementation (national, 
regional and global) to identify, mitigate or avoid potential conflicts of objectives or to pro-
mote synergies.  

1.2 Problem Statement 

Water is a key prerequisite to achieve SDG 7, but water resources are subject to physical 
limitations, i.e., their availability on the one hand, and competing demands for use on the 
other. It can be expected that future climatic and socio-economic developments will have a 
significant influence on water availability and quality, and that the demands for use will be 
exacerbated. The reorientation of energy supply must therefore be examined at global and 
regional levels with regard to possible limitations of water resources, and the achievement 
of the sustainability goals for water and energy should be examined for possible conflicts of 
goals and synergies. 

Although the relationship between water and conventional energy is relatively well known 
(IEA, 2012), there are still many open questions about the role of water in achieving the 
energy transition, i.e. the transformation of the world energy system from a fossil-fuel-based 
system to one based on renewable energy. As many renewable energy systems (EES) require 
less water than conventional energy systems (KES) (Mekonnen et al. 2015), a first key re-
search question is the relationship between conventional energy systems (KES) and water 
resources: 

1. Will water constraints limit the expansion of conventional energy and accelerate the 
energy transition (Energiewende)? 

It is also known that some renewable energy options have water requirements comparable 
to some conventional energy systems, so an equally important question is: 

2. Could water constraints slow down the speed of the world-wide energy transition 
(Energiewende)? 

These are the two critical guiding questions that are addressed in this joint project. Under 
the umbrella of these guiding questions, WANDEL has a narrower and sharper focus to 
enable the generation of usable results that can be implemented with international and asso-
ciated partners (Praxispartnern). 

1.3 Aim of the Project 

A better understanding of the impact of energy systems, either from fading out fossil or from 
renewable resources, on freshwater resources is vital in order to inform mitigation plans that 
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meet the challenges of the energy transition (Energiewende) and thereby promote a sustain-
able and just future. 

This report provides local/regional and global analyses of today’s impacts of different energy 
systems on water resources onsite and remotely along their entire supply chain as well as 
future developments in water uses and cooling water deficits in the year 2040. The analyses 
focus on four case studies: (i) a coal power plant with water cooling on the river Weser 
(Germany), (ii) a run-of-river power plant on the Danube (Germany), (iii) a concentrated 
solar power plant in the Drâa Valley (Morocco), and (iv) a sugarcane mill where the bagasse 
is used for electricity production in the Rio dos Patos basin (Brazil). These analyses were 
complemented by a global view on future changes in irrigates areas, climate and electricity 
generation on freshwater resources and biodiversity. 

Results are reported at the global, basin and local scales to provide a geographically specific 
overview of today’s conditions and expected changes. In order to inform climate change 
adaptation and mitigation needs, changing conditions of water resources and demands of the 
energy sector (and other users) are placed in the context of the energy transition and related 
socioeconomic development trends. The report also presents solutions which could help in-
ternational and associated partners (Praxispartnern) and policy makers to cope with the 
identified trade-offs and synergies between achieving SDG 6 and SDG 7. The results inform 
a discussion on the development of the energy sector and its possible contribution to water 
scarcity as well as expected conflicts between climate mitigation and conservation of water 
resources and biodiversity. Water and energy efficiency improvements are explored in the 
context of reducing on-site and remote impacts on water resources for avoiding problem 
shifting of water-related impacts in order to achieve a sustainable energy transition. 
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2 Methods and Tools Applied in the Project 

2.1  Environmental Sustainability Assessment 

Authors: Alexander Lenz, Anna Schomberg 

2.1.1 Comprehensive assessment of environmental impacts 

Construction projects can have a significant impact on the environment due to their location, 
type or size. These include projects that serve to generate energy from conventional or re-
newable energy sources. In Germany, the main objective of the environmental impact as-
sessment (EIA), a widespread instrument for environmental precaution environmental pol-
icy, is to identify, describe and evaluate these impacts from the planning phase. The EIA is 
thus an instrument that serves to assess and reduce or avoid possible negative local or re-
gional environmental impacts of environmentally relevant projects within the framework of 
approval procedures. 

One of the objectives of the WANDEL project was to carry out an EIA for each of the four 
case studies in retrospect, in order to identify and compare their environmental impacts re-
lated to the construction and operation phase, respectively. This is intended to broaden the 
focus of the WANDEL questions on the role of water scarcity for the global energy transi-
tion, beyond the aspect of regional water scarcity. For the purpose of a comprehensive as-
sessment, additional adverse environmental impacts of renewable electricity generation must 
be considered. In the WANDEL context this has proven to be challenging because 1) the 
EIA is designed to be carried out before a project’s approval and not afterwards, 2) the four 
case studies differ strongly in data availability, quality and quantity and 3) the environmental 
impacts of the four case studies also turned out to be diverse and thus difficult to compare. 
As a solution, the methodological framework of the Environmental Sustainability Assess-
ment (ESA) was developed. It is based on the requirements and functions of the EIA which 
are defined by the German Law on Environmental Impact Assessment (UVPG), and on ele-
ments of Life Cycle Assessments (LCA) defined by standard 14040 given by the Interna-
tional Organization for Standardization (ISO). An LCA is a „cradle-to-grave or cradle-to-
cradle analysis technique to assess environmental impacts associated with all the stages of a 
product's life, which is from raw material extraction through materials processing, manufac-
ture, distribution, and use” (Muralikrishna and Manickam 2017). The ESA aims to assess 
the sustainability of anthropogenic activities and their upstream process chains against the 
background of potential global environmental impacts. As such it serves as an interface be-
tween the classic EIA and science-based sustainability indicators in the form of an LCA. 
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These indicators provide an assessment of quantitative input and output flows, which enables 
a comparison of different case studies with respect to the severity of the induced environ-
mental impacts. The implementation of LCA methods enables the ESA - in contrast to the 
EIA - to include the impacts of the upstream chain of a project in its consideration. 

2.1.2 Structure of the ESA 

The proposed structure of the ESA is deduced from both standard 14040 and Annex 4 of the 
German Umweltverträglichkeitsprüfung (UVPG). As shown in Figure 2-1, it is based on the 
four phases provided by standard 14040. Those phases with a more descriptive character are 
to be compiled using a verbal-argumentative approach as it is common in classic EIA. These 
are phases 1, 4 and 5. Phases 2 and 4 can for the most part be filled with information based 
on the inventory analysis or the chosen midpoint and endpoint indicators, measuring either 
along the cause-effect chain or at its end. This is the case for all remote impacts and for those 
on-site impacts that can be identified and analysed in a mathematical-scientific way. Other 
impacts, such as on the landscape and local flora and fauna, need to be described by a classic 
EIA. Hence, some phases need to be filled with a combination of both approaches, as one 
alone may not be able to depict specific information suitably. 

What is more, a fifth phase has been added, providing information about avoidance and 
compensatory measures being an essential part of classic EIAs and of great value for the 
protection of resources. They may either be specific project features that help prevent or 
reduce significant negative environmental impacts or external measures with the same ob-
jective or aiming for impact compensation. As the portrayed power stations have already 
been built and because of the absence of information on implemented avoidance and com-
pensatory measures, phase 5 is not being considered for the four case studies. 

Impacts associated with the demolition or subsequent use of buildings and technical facili-
ties (phases 2 and 4) are a relevant sustainability aspect but were beyond the scope of this 
project. 
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Figure 2-1: Structure of the ESA integrating methods both of LCA and of classic EIA 

 

2.1.3 Selection of suitable indicators for an ESA 

To evaluate the impacts of the WANDEL energy systems, seven LCA indicators were in-
cluded in the ESA, including the climate footprint and the resource footprints, which to-
gether already represent over 80% of the environmental impacts (Steinmann et al. 2016). 
The ecoinvent 3.5 database (Wernet et al. 2016) served as the data basis for the LCA indi-
cators. The data available there was supplemented with case study-specific data. The up-
stream chains of the mining resources aluminium, iron, gypsum, limestone, coal, copper, 
lithium, phosphate and clay that had been regionalised as part of the analyses for the Water 
Scarcity Footprint (WSF, see Section 2.2) were used again as regionalised upstream chains 
for the ESA. 

The results of the LCA indicators are based on those of the life cycle inventory (LCI) and 
are assigned to the “midpoint and endpoint categories”. It should be noted that the level of 
aggregation of information and the uncertainties increase from the midpoint to the endpoint 
indicators (Bringezu et al. 2019). The calculation of the indicators is based on the same LCA 
models used for the WSF (see Section 2.2), and the determination of hotpots was carried out 
analogously to the methodology described there. Besides, the impacts are calculated propor-
tionally to 1 kWh of electricity for the construction and operation phases separately and 
analogously to the WSF.  

2.1.4 Description of the selected indicators in detail 

For the energy footprint, the indicators fossil cumulative energy demand (CEDfo) and re-
newable cumulative energy demand (CEDre) are used. Both are obtained by summarising 
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the values of the sub-categories of the LCIA method cumulative energy demand described 
by Jungbluth 2007c. The CEDfo indicates the energy provided by fossil energy carriers, such 
as hard coal, natural gas, peat and uranium, and biomass from primary forests along the 
supply chain. On the other hand, the CEDre signifies the energy provided by wood, food 
residues and biomass from agriculture, wind energy, solar energy, shallow geothermal en-
ergy and hydropower. Both indicators contain an assessment of the energy content of the 
respective energy carriers in MJ equivalents m-3, kg-1 or MJ-1. The indicators only evaluate 
the energy content of energy carriers. The impacts associated with the demanded infrastruc-
ture for mining, transportation, etc. are ideally considered by other indicators.  

The indicator ecosystem damage potential (EDP) represents the determination and 
assessment of the land footprint. Land occupation and transformation are included in the 
LCI as elementary flows. The assessment is carried out with the help of characterisation 
factors from Koellner and Scholz (2007a, b). Hereby, each land use type is assigned a 
specific value per m² of land used so that land-use changes (transformations) influence the 
value of areas. The area values are based on the mean number of vascular plants, endangered 
vascular plants, mosses and molluscs found there. It is assumed that these groups represent 
the diversity of other species groups. The duration of the change in land use and the time 
needed to restore the natural state are also taken into account. The EDP is expressed in points 
kWh-1. Although the number of approaches is still limited, other land footprint methods 
exist. Moreover, the EDP indicator is endpoint-oriented, in contrast to the actual claim of 
the land footprint (Figure 2-1). However, due to its ease of use and the existing 
implementations for the LCA, it has been chosen here.  

The climate footprint is represented by the indicator global warming potential 100a 
(GWP100) within this framework. It is described by Jungbluth (2007a; b), while the used 
LCA indicator is based on newer IPCC data from 2013. Assessment is carried out with sub-
stance-specific values in CO2-Eq kWh-1 for several climate-active substances (CO2, CO, 
CHCl3, C2H6, CH4, SF6). 

The product material footprint (PMF) is used to quantify the material input required for the 
construction and operation phases of the case studies. The indicator raw material input (RMI) 
summarises the abiotic primary input, i.e. the material that is needed along the entire supply 
chain in the construction and operation phases, respectively. The indicator total material re-
quirement (TMR) additionally considers the unused extraction, such as overburden from 
mining. For the assessment of the material supply, each abiotic resource is assigned a spe-
cific value that indicates how much mass must be moved to extract 1 kg of the respective 
resource (Mostert and Bringezu, 2019). The results are expressed in kg kWh-1. 

The water scarcity footprint (WSF) is described in Section 2.2. It takes into account the 
quantitative water use WSFquan resulting from evapotranspiration, water transfers beyond 
basin boundaries and product-incorporated water along the entire supply chain. In addition, 
qualitative water use WSFqual is calculated as the dilution volume that is required to dilute 
aluminium emissions introduced into water bodies along the entire supply chain below a 
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certain threshold. The assessment is carried out with respect to regional water scarcity (see 
Section 2.2 for the general procedure of LCIA). 

The ReCiPe method presented by Hischier (2010) serves to record the impacts of the case 
studies on the protected goods ecosystem quality (ECO) and human health (HuHe) as de-
fined in the LCA framework. These are endpoint considerations, whereby the impacts are 
expressed in points kg-1, m-2 or m-2 a-1. ECO and HuHe combine several sub-categories such 
as eutrophication, ecotoxicity and land use or ozone depletion and particulate matter for-
mation. 

2.1.5 Application of the ESA in the WANDEL project 

Within the WANDEL project, an ESA was performed for each of the four case studies in 
retrospect following the methodology explained above. Large sections of the LCA analysis 
took place simultaneously with the evaluations for the newly designed WSF (see Section 
2.2). The identified direct and indirect impacts on water resources and on the environment 
are described in detail in Chapter 3. General findings from the analyses of environmental 
impacts and a comparison of the four case studies can be found in Section 3.5. 

2.2 Water Scarcity Footprint (WSF) 

Author: Anna Schomberg 

2.2.1 Existing water footprint concepts 

Water footprinting has become an important tool for quantifying and assessing human water 
use and associated environmental impacts. This is a well-known and frequently used concept 
that has been described by Hoekstra et al. (2002, 2011). It defines three sub-indicators for 
the water footprint (WF): the first is blue water use, which comprises evaporation from 
ground- and surface waters, water transfer to different basins and product-incorporated water 
as a result of human water use. It is hence human water consumption, not water withdrawal. 
The second is green water, which is often described as sum of evapotranspiration from soils 
and plants as well as of water incorporated in plant products as a result of human water use. 
The third is grey water, which describes the volume of water theoretically needed to dilute 
man-made emissions in water to stay at natural background concentrations or below a gen-
erally valid concentration threshold. However, according to this concept, the WF does not 
take into account the regionally varying availability of water or other potential environmen-
tal impacts of water use. 

As water scarcity is a regional or local phenomenon (Alcamo et al., 2003), a number of 
different WSF concepts have been developed in recent years. In various ways, these concepts 
consider regional water availability and assess the purely quantitative water volumes with 
corresponding water stress indicators (Alcamo et al., 2007, Pfister et al., 2009, Boulay et al., 
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2011, Berger et al., 2014, Boulay et al., 2018). Another important development was the cal-
culation of WSFs of not only individual products but of entire global product supply chains 
with the help of LCAs using corresponding life cycle inventory (LCI) databases. In the 
course of this, water stress indicators have been implemented in the life cycle impact assess-
ment (LCIA) as characterisation factors and can be used when performing an LCA.  

2.2.2 Requirements for an adapted WSF concept 

However, due to the various existing concepts, conceptual inconsistencies are still present, 
which became obvious when a suitable method had to be selected for the WANDEL project. 
WANDEL aimed to determine whether regional water scarcity for electricity generation 
could accelerate the implementation of a global transition to renewable energy. To answer 
this question, it was particularly necessary to compare different electricity generating sys-
tems in terms of their water consumption and against the background of regional water sup-
ply. The selected WANDEL case studies strongly differ in both aspects. For example, one 
case study used water for cooling a thermal power plant, and in another one, water was used 
for irrigation to produce energy from biomass (see Chapter 3). Two case studies were con-
ducted in water-rich Germany and one in Morocco, which has a tense water situation. 

Upstream chains had to be explicitly considered to assess not only the direct impacts of the 
case studies on local water resources but also indirect impacts through the supply of essen-
tial, globally traded raw materials. For a meaningful comparison, sub-indicators for human 
water use that describe all forms of water use against the background of hydrological avail-
ability were needed as well as a consequent regionalisation of process locations for an as-
sessment of regional water scarcity. Therefore, it was decided that the scope of the WSF 
concept would have to be extended within the project (see Schomberg et al., 2021).  

The requirements for the adapted WSF are defined as follows. In order to determine spatially 
explicit WSFs of product supply chains, this study had to overcome the following issues: (1) 
differing classifications of the risk associated with human water consumption, (2) the ab-
sence of a comprehensive conceptualisation of water use in LCA within a consistent hydro-
logical framework and (3) the lack of regionalisation of the indirect impacts (Schomberg et 
al., 2021). The first point is an indispensable first step and starting point for the concept 
development; existing studies do not employ to a common classification of the risk associ-
ated with human water consumption, although it sets the framework for the goal and scope 
of a life cycle-wide WSF.  

2.2.3 Concept of the life cycle WSF 

A basic condition for risk classification has been seen in a systematic description of the 
interaction between drivers, pressures and state (Drivers-Pressures-State-Impact-Response 
(DPSIR) framework by Smeets and Weterings, 1999) for human freshwater consumption. 
The anthroposphere is the driver that puts pressure on the state through inputs into its system 
and outputs into the environment, while the natural hydrological flow system is the state. 
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Figure 2-2 illustrates this interaction on a river basin level. From this relationship is derived 
what is to be considered an impact in general, namely any change of natural freshwater 
availability as a direct consequence of water-related inputs and outputs. To evaluate the crit-
icality of this change in a second step, a comparison with reference values is necessary. As 
a basis for defining these references we use the Sustainable Development Goals (SDG), 
which are an important framework condition in WANDEL. Hence, an impact is defined as 
the risk of an exceedance of these references, called the Safe-Operating-Space (SOS). Ex-
pressed in numbers, this is a water withdrawal-to-availability ratio greater than 0.4 (Alcamo 
et al., 2007, Schomberg et al., 2021). 

 
Figure 2-2: Classification of the risk from human water consumption. Interaction of drivers 

(anthroposphere), pressures (input, output), state (hydrosphere), impacts (change of state) 
and response (SDGs) for human water consumption according to the DPSIR approach. 

With these considerations in mind, the risk from human water use can be classified as a 
potential change in natural freshwater availability that exceeds the SOS, which thus indicates 
the risk of freshwater scarcity for humans and nature. It is expressed in volumes of available 
freshwater remaining (Schomberg et al., 2021). A WSF determined within this classification 
assesses the probability of on-site and remote natural freshwater scarcity for humans and 
nature caused by water use along human supply chains in a spatially explicit way (Schom-
berg et al., 2021). 

In the second step, new WSF sub-indicators have been derived from a hydrological balance 
(Figure 2-3). The quantification has been carried out on a grid level, as grid cells (5 x 5 
arcminute spatial resolution) represent the smallest unit in global hydrological models, this 
offers one the opportunity to use modelling data and to upscale depending on the scope of a 
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study. Figure 2-3 is based on the work of Boulay et al. (2018), where the water storage on 
the grid cell level is defined as (water) availability-minus-(water) demand (AMDi). Water-
using processes interact with this storage so that the new storage AMDi,t=x+1 can be defined 
as follows (Eq. 2-1): 

The index ‘i’ represents the respective catchment area. AMDi is determined by the inflow 
from upstream cells inaw, precipitation paw, outflow from water-using processes to AMDi 
outp, water intake by water-using processes inp, evapotranspiration eaw and outflow to down-
stream cells outaw. 

  

Figure 2-3: Hydrological balance of natural and process-related water flows. Balance of natu-
ral water flows and deduction of the ‘availability-minus-demand’ AMDi as introduced by 

Boulay et al. (2017).  

AMDi is determined for each grid cell by balancing the sum of the aforementioned flows, 
respectively, i. e. there is no distinction between different sources of water, types of water 
use or water users. Balancing AMDi,t = x+1 with the general equation mt = x+1 = mt = x + dm dt-

1, where m represents a stock, t = x at a certain point in time and t = x+1 at a later point in 
time, results in Equation (Eq. 2-1) (Schomberg et al., 2021). As an impact is any change in 
this storage that exceeds the SOS, all interactions that may cause a change must be reviewed. 
Figure 2-3 reveals four water flows (arrows) to which this applies: process-related evapo-
transpiration (ep), process-related water transfers (transp), product-incorporated water (outinc) 
and return flow (outp). 

However, the latter does not refer to the quantity of returned water, but its quality, namely 
the amount of water pollutants it carries. These can be included in the concept by calculating 

AMD୧,୲ୀ୶ାଵ ൌ AMD୧,୲ୀ୶  inୟ୵  pୟ୵  out୮ െ in୮ െ eୟ୵ െ outୟ୵ (Eq. 2-1) 

in୮  in୧୬ୡ െ e୮ െ trans୮ െ out୧୬ୡ െ out୮ ൌ 0 (Eq. 2-2) 
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a substance-specific dilution volume that is necessary for diluting a pollutant concentration 
to a safe concentration. In contrast to the former ‘grey water footprint’ by Hoekstra et al. 
(2011), the calculation method has been adapted (Eq. 2-2).  

In the third step, the quantitative water flows are regionalised by multiplying them with a 
basin-specific water stress indicator. As Available WAter REmaining (AWARE) by Boulay 
et al. (2018) is a widely accepted approach, it has been chosen here. The LCA characterisa-
tion factors are derived by comparing the basin-specific available water remaining with the 
consumption-weighted world average value (Schomberg et al., 2021), while the available 
water remaining is the hydrological water availability of a catchment area minus human 
water consumption and environmental water requirements. Characterisation factors are ex-
pressed in (m2 * month) m-3, which would be the surface-time equivalent required to generate 
one cubic metre of unused water (Boulay et al., 2018). Although it is theoretically possible 
to calculate characterisation factors for AWARE on a grid cell level (in accordance with 
Figure 2-3), these values would have little significance due to high uncertainties. An assess-
ment on a basin level is a better choice. Together with the weighting by multiplication, the 
three quantitative water flows from Figure 2-3 can be summarised by the sub-indicator quan-
titative WSF (WSFquan), while the qualitative WSF (WSFqual) is the theoretically needed vol-
ume to dilute process-related aluminium emissions to water bodies to the level suggested by 
the drinking water standard of the World Health Organisation (WHO, 2018). 

2.2.4  Application of the WSF in WANDEL 

The challenge in performing a regionalised LCIA is the exact knowledge of all process lo-
cations. Only then can process water uses be assessed with the AWARE characterisation 
factor of the respective basin. In WANDEL, the locations of the case studies are known, and 
the supply chains of nine relevant mineral resources have been regionalised. Hereby, the 
most important countries of origin of aluminium, clay, coal, copper, iron, gypsum, lime, 
lithium and phosphate were identified based on the composition of the respective world mar-
ket. For each country, corresponding mines were identified and grouped according to pre-
vailing water stress and regional geology. For these mine clusters, life cycle inventories were 
prepared or expanded and added to the LCI. For all other processes along the supply chains, 
the analyses are based on the LCA database ecoinvent 3.5 (Wernet et al., 2016). 

The WSF is determined for the construction and operation phases related to the production 
of 1 kWh of electricity as LCA, respectively. For the relation of the construction phase to 1 
kWh, the lifetimes, annual electricity production and the share of facilities used to produce 
electricity were considered. The water use of each case study, as reported by the practice 
partners, was added to existing basic LCA models of the respective form of electricity gen-
eration. The LCIA was performed with the modified AWARE LCA implementation from 
Schomberg et al. (2021). These technical details also apply to the calculation of the indica-
tors of the ESA, which is described in Section 2.1. The LCA models had been further mod-
ified with case study-specific data for this purpose. A detailed description of the LCA models 
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for each of the case studies is given in Appendix A.  

For the investigation of the case studies, the results of the WSF were considered in the form 
of a spatially explicit hotspot analysis as direct and indirect impacts (e.g. Figure 3-2). The 
hotspot analysis serves to identify the most important contributions for comparing the im-
pacts of the single case studies. ‘Direct’ refers to on-site impacts at the location of the re-
spective case study here, while ‘indirect’ impacts are located elsewhere, i.e. remotely, in 
relation to the location of a case study. For the hotspot analysis, the LCA of each WSF sub-
indicator was analysed on the level of single process contributions. All processes along the 
supply chain that contribute more than 1% to the overall result of a WSF sub-indicator were 
included in the hotspot analysis. Each contribution of the processes was normalised with the 
median of all process contributions of all case studies to a normalised WSF sub-indicator. 
Contributions above 50 were counted as hotspots. The limit of 50 is an empirical value that 
enables the identification of comparable hotspots for very different case studies with results 
that span over several orders of magnitude. It represents a medium stress level on a scale 
from 0 to 100. This approach is described in detail by Schomberg et al. (2021). 

The developed WSF concept was used to consistently compare the on-site and remote im-
pacts of the construction and operation phases of the very different WANDEL case studies 
on water resources. In this way, it contributes to answering the WANDEL questions on the 
local and regional level, when it comes to the case studies, and on the global level, when it 
comes to global supply chains.  

2.3 Ecosystem Service Indicators 

Author: Martin Pusch 

2.3.1 Introduction 

This study aims to show the current impacts of hydro- and thermos-electrical production on 
water bodies, using the key concept of river ecosystems services. Specifically, we apply the 
methodology proposed by Burkhardt al. (2009) to assess river ecosystem services related to 
energy generation in two different European territorial contexts, i.e. Italy and Germany. 

Thus, the specific goals of this study are as follows: 

1) assess the effect of a hydroelectric power plant (run of the river) on ecosystem services of 
the Tiber river 

2) evaluate the effect of a thermoelectric power plant on ecosystem services of the Danube 
river 

3) analyse similarities and differences, in terms of ecosystem services provided and energy 
impact in a Mediterranean and a continental area. 
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2.3.2 River ecosystem services and water-energy nexus 

Natural ecosystems always provide valuable goods and services to people (Daily, 1997; 
Yanmaz and Gunindi, 2003; Liang et al., 2015), and they have a crucial role in the provision 
of each component, i.e. food, water and energy, for human well-being (Costanza et al., 2014; 
Grizzetti et al., 2016; Karabulut et al., 2016). Holdren and Ehrlich (1974) first proposed the 
concept of ‘ecosystem services (ES)’, which are now defined as the benefits that humans 
derive from ecosystems (MEA, 2005; TEEB, 2010). Several studies (Costanza et al., 1997; 
MEA, 2005; TEEB, 2015) have been conducted to analyse and provide insights on these 
services and to investigate the connection between ecosystems, society and human well-
being (Haines-Young and Potschin, 2013; Maes et al., 2013; Maes et al., 2014). 

Water-related services have received increased attention, as water is vital to life and its value 
is easily appreciated by humans. Freshwaters were highlighted as an ecosystem that provides 
different services by the Millennium Ecosystem Assessment (MEA, 2005; Karabulut et al., 
2016, Hornung al., 2019). In particular, riverine hydromorphological processes and func-
tions have a pivotal role in shaping and maintaining river habitats and their ecological func-
tions, which then provide various services to society (Carolli et al., 2018), including energy 
supply services. 

Nowadays river ecosystems are subject to several pressures that affect their structure and 
functioning. Understanding how stressors interfere with the ecological status and the deliv-
ery of ecosystem services is essential for the development of effective river basin manage-
ment plans, now and in the future (Halpern et al., 2008; Brown et al., 2013; Teichert et al., 
2016). In particular, stressor interactions may have additive, synergetic or antagonistic ef-
fects on river ecosystems (Crain et al., 2008; Hering et al., 2015; Nõges et al., 2015; Piggott 
et al., 2015). In this regard, Hering et al. (2015) addressed multiple stressors for water re-
sources in Europe, and Giakoumis and Voulvoulis (2018) incorporated ecosystem services 
as indicators of impacts for outlining a participatory framework for pressure prioritisation. 
They highlighted that diffuse pollution (45%) and hydromorphological degradation (40%) 
account for the most important pressures impacting European river systems (EEA, 2012a; 
ETC-ICM, 2012a; Hering et al., 2015). Both these impacts possess several individual com-
ponents with complex interactions. Diffuse pollution mainly concerns increased nutrient 
loads and the resulting eutrophication, often associated with fine sediment and toxic sub-
stances. Hydromorphological degradation refers to water abstraction translated into low 
flows and morphological stress due to barriers, bank fixation, removal of riparian vegetation 
and the subsequent increase of water temperatures (ETC-ICM, 2012b). Consequently, water 
bodies are affected by a complex mix of stressors, and energy production is one of the main 
causes (Schinegger et al., 2012; Hering et al., 2015), as water is essential for almost all en-
ergy generation processes. Electrical power production is one of the largest water-intensive 
activities worldwide (IEA, 2018): it affects water resources through thermal and chemical 
pollution and requires massive withdrawals from our rivers, lakes and aquifers. Energy pro-
duction’s dependence on water availability makes it vulnerable to water scarcity (Mesfin et 
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al., 2015); as a result, water is now a constraining factor for power plants across the globe 
(Rodriguez et al., 2018). This interdependence between water and energy is referred to as 
the water–energy nexus (Ackerman et al., 2013; Lubega et al., 2016). Growing global con-
cern about this connection has led to an increase in the number of related studies in recent 
years (Scott et al., 2011; Hussey et al., 2012; Ackerman et al., 2013; Hamiche et al., 2016; 
Miglietta et al., 2018), whose goal is to ensure a sustainable supply of both. In this work, of 
the different energy production methods, we focus on the effects of thermal power and hy-
dropower generation on rivers. Hydroelectric power plants strongly impact rivers, affecting 
the channel morphology, community structure, and functioning of stream ecosystems (Petts, 
1984; Graf, 1999; Ward et al., 1999; Poff et al., 2007; Elosegi et al., 2010; Izagirre et al., 
2013). While hydropower plants need river water to run the turbines, thermoelectric plants 
fueled by coal, fuel oil, gas, and uranium, use freshwater for cooling. 

2.3.3 Thermal power plants 

Thermoelectric power is a critical area of focus in the water–energy nexus. In 2005, thermo-
electric production accounted for 41% of freshwater withdrawals in the United States (US), 
surpassing even agriculture (Kenny et al., 2005). In Europe in 2008, about 43% of the water 
withdrawals were used for thermal power plant cooling (EUREAU, 2009). This makes the 
thermal power plants in the US and Europe the largest water users in comparison with other 
sectors (Vassolo and Döll, 2005; Gjorgiev, 2017). 

Cooling systems have been demonstrated to be the most water-consuming step of the ther-
moelectric generation process (Sovacool and Gilbert, 2014; Pan et al., 2018). Thermoelectric 
facilities boil water, creating steam to spin turbines that generate electricity: they obtain heat 
by burning fossil fuels that must be dissipated in cooling systems (Martin, 2019). In turn, 
different cooling types (i.e. wet or dry) require both different amounts of water and heat 
dissipation systems. The two most commonly applied methods for thermoelectric plant cool-
ing are ‘re-circulating cooling’, which typically utilises evaporative cooling towers expelling 
the waste heat into the atmosphere and ‘once-through cooling’, where waste heat is trans-
ferred directly to rivers (Averyt et al., 2011). Both approaches rely on aquatic water availa-
bility (Brauman et al., 2007): once-through-cooling systems involve higher water withdraw-
als, while re-circulating cooling have higher water consumption volumes (Feeley et al., 
2008). 

Between the two cooling systems, re-circulating cooling towers withdraw lower volumes 
from the river, but evaporate considerably more water, thereby endangering fish habitat and 
other downstream river uses during low flow periods (Stewart et al., 2013). They have a 
negligible effect on river temperatures (Miara and Vorosmarty, 2013), causing, in some 
cases, a small net heat loss from the river systems and contributing to a reduction in average 
water temperatures. (Stewart et al., 2013). On the other hand, once-through systems lead to 
an increase in water temperature, usually limited by environmental law. In the European 
Union, water temperatures downstream from the point of discharge should not exceed 1.5 °C 
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and 3 °C above natural temperatures (or 21.5 °C and 28 °C) in salmonid and cyprinid waters, 
respectively (European Parliament and Council of the European Union, 2006; Raptis et al., 
2016). According to Logan et al. (2018), the size of the receiving waterway and the temper-
ature difference between intake and discharge water are the largest factors that affect river 
conditions. The use of water by power plants can alter the natural characteristics of the re-
ceiving body through thermal pollution and water consumption with irretrievable losses in 
the atmosphere. (Stewart et al., 2013). River flow reduction, oxygen depletion, thermal 
shock and potentially limited water supplies downstream are likely to affect river ecosystem 
services downstream (Verones et al., 2010; Vorosmarty et al., 2010; Miara et al., 2013). 
Worldwide riverine thermal pollution patterns were investigated by Raptis et al. (2016) who 
identified several areas of high concern. Several pieces of evidence indicate that low flow 
and rising temperatures contribute to shifts in aquatic ecosystems (Schindler, 2001; 
Schindler et al., 2005; Caissie, 2006; Stewart et al., 2013), reducing the abundance and con-
nectivity of suitable habitats (Rosa et al., 2012). Warmer areas along the river corridor, in 
fact, may provide refugia for cold-intolerant invasive species, further threatening native 
aquatic wildlife (Dukes and Mooney, 1999; Durance and Ormerod 2007; Morgan et al., 
2003; Ormerod, 2007; Pandolfo et al., 2010; Rosa et al., 2012; Logan and Stillwell, 2017). 

Other ecological impacts of thermal power plants are related to coal combustion, i.e. the 
release of emissions that adversely affect the aquatic, atmospheric environments and human 
health. Coal is known to contain multiple chemicals, carcinogens and heavy metals that can 
be mobilised through combustion, leading to contamination of habitats (Baba, 2003; Silici 
et al., 2013). In particular, ash from coal-fired thermal plants have been shown to contain 
several toxic elements, such as lead (Pb), zinc (Zn), cadmium (Cd), nickel (Ni) and cobalt 
(Co), which can leach out from ash and contaminate soil as well as groundwater and surface 
water (Davison et al., 1974; Klein et al., 1975; Campbell et al., 1978; Gehrs et al., 1979; 
Hansen and Fisher 1980; Hulett et al., 1980; Deborah and Ernest, 1981; Burcu et al., 1997; 
Rubin, 1999; Baba, 2000, 2000a, b). 

The burning of coal, which is the most carbon-intensive fossil fuel, is a leading contributor 
to climate change. Coal-fired power plants have been proved to be the largest source of 
greenhouse gas emissions of the US, with approximately 2.125 billion metric tons of carbon 
that accounted for 81% of CO2 emission in 2008 (EIA, 2009; Wilson et al., 2012). Recent 
climatic changes have increased the likelihood of heatwaves and droughts, which signifi-
cantly impact the temperature and availability of river water (Schar et al., 2004; Dai et al., 
2009; Gjorgiev, 2017). In this regard, Behrens et al. (2017) discussed the vulnerability of 
power generation to water scarcity and water temperature on a basin level, suggesting adap-
tation strategies for the European Union. (Lohrmann et al., 2019). 

2.3.4 Hydropower plants 

Hydroelectric development requires the construction of large structures to divert river flow 
through turbines. The impact of hydropower production on riverine ecosystems has been 
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discussed for decades (Baxter, 1977; Rosenberg et al., 2000; Poff and Hart, 2002; Petts and 
Gurnell, 2005; Gupta et al., 2012; Lange et al., 2018). As suggested by Brismar (2002), a 
dam necessitates four main types of manipulation of the river flow regime: blockage, stor-
age, regulation, and withdrawal of the river flow. These modifications also induce geo-
morphic and biological effects that reduce the potential to provide river ecosystem services 
and the consequent goods derived from humans (Grizzetti et al., 2016; Hornung al., 2019). 
There are three main types of hydroelectric power plants: storage, run-of-river, and pumped 
storage plants (Gulliver and Arndt, 1991; Novak et al., 1996). Among these, only a storage 
plant requires a large dam to regulate the flow in response to the electricity demand. In con-
trast, a run-of-river plant does not usually involve large dams and thus does not operate using 
intermittent releases (Brismar, 2002). 

Hydropower plants are well known for causing profound effects on habitat provision by 
damming, reducing the flow in natural stream channels, and creating new water flow paths 
through man-made side canals (Kiplagat et al., 1999; Mwaura et al., 2002; Gunkel et al., 
2003; Mwaura, 2006; Izagirre et al., 2013). Channel changes can lead to homogenisation in 
both river dynamics and biota (Poff et al., 1997; Poff et al., 2007; Vitule et al., 2012), in-
cluding alterations of the river cross-section, bed material, slope, pattern, and bedforms 
(Bizzi et al., 2015). Specifically, dams function as barriers along the river continuum, which 
modify sediments, nutrient flows (Welcomme, 1985) pH, electrical conductivity and dis-
solved oxygen levels (Ward and Stanford, 1979; Kiplagat et al., 1999; Kemdirim, 2005; 
Mwaura, 2006). In particular, phosphorus and nitrogen are key nutrients for primary produc-
tion in aquatic ecosystems (Thomas et al., 2001; Doyle et al., 2003), and changes in the 
concentrations and forms of these nutrients can result in altered nutrient limitation patterns 
of rivers (Petr, 1978; Hecky, 1988; Smith et al., 1999; Havens et al., 2003). Several studies 
have investigated the effect of hydroelectric power plants on river nutrient dynamics 
(Butturini and Sabater, 1998; Peterson et al., 2001; Martı et al., 2004). Discharge was found 
to be the main factor controlling nutrient uptake efficiency in rivers (Izagirre et al., 2013). 
In parallel with the amount of water diverted for power production, the availability of nitro-
gen and phosphorus decreased by 85% (Ideva et al., 2008). 

Freshwater vertebrates have experienced severe declines in spatial distribution and abun-
dance (Strayer and Dudgeon, 2010). One of the most important causes of this decline is 
habitat loss and fragmentation due to hydropower development (O’Hanley et al., 2020). 
Moreover, the construction of dams increases human activity, which is one of the major 
drivers of biological invasion (Gelbard and Belnap, 2003; MacIssac et al., 2004; Hulme, 
2009). Non-native species invasion is facilitated by increasing the standing water area, which 
causes the replacement of lotic species by other lentic ones (Copp, 1990; Havel et al., 2005; 
Liew et al., 2016; Xiong et al., 2018). Sun et al. (2019), while analyzing habitat and fish 
species changes due to hydropower, highlighted that non-native fish gained significantly 
more habitats and that migratory fish richness decreased by 51% (O’Hanley et al., 2020). 
Thus, dams, as barriers, affect the life cycle of these species. 
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Regulation of river water temperature also plays a key role in the conservation of native 
species. Warm temperatures can can provide alien species with an establishment oppor-
tunity, enhancing their spread. Shi et al. (2019) found that hydroelectric power generation 
has induced a temperature increase in the hyporheic zone: the ecological transition area be-
tween surface water and groundwater systems that acts as a hotspot for biogeochemical pro-
cesses. This is to be considered even in the light of global warming, which is leading to an 
inevitable increase in river water temperatures. 

Dams are essential for several human activities related to water management. Their purposes 
range from water allocation for irrigation, flood risk mitigation to recreational activities 
(Bizzi et al., 2015). Dams constructed for hydroelectric purposes can at the same time con-
tribute to mitigating flood risk through the regulation of the water flow (Sahin et al., 2016). 
Therefore, there is a positive correlation between hydropower plants and flood control. On 
the other hand, agriculture has a conflict of interest in the use of available water with energy 
production. Several studies (Fredrik, 2011; Hung, 2012; Pearse-Smith, 2012; Kuenzer et al., 
2013; Hung et al., 2014a; Manh et al., 2014; Scherer and Pfister, 2016) conclude that hydro-
power developments upstream have negatively impacted the water regimes and sediment 
loads on the main river branches and floodplains downstream (Tran et al., 2018). 

In addition to the natural ecosystem services just addressed, freshwater bodies provide a 
variety of cultural services, the most easily perceived by humans (Vermaat et al., 2015; Hut-
cheson et al., 2018). Some examples of these are swimming, fishing, sightseeing, environ-
mental education, and other activities that allow people to enjoy river ecosystems’ benefits. 
Having analysed the spatial characteristics of rivers at the landscape level, studies (Ward et 
al., 2002; Datry et al., 2016) underline that streamflow is of paramount importance in water 
services (Brauman et al., 2007). Water quantity is a decisive factor affecting the aesthetic 
and recreational functions of river ecosystems and their economic value (Lu et al., 2001; 
Pflüger et al., 2010). River landscape services have declined with increasing hydropower 
services due to the reduction in river flow, resulting in long-distance dehydration of river 
courses, which affects the quality of the river landscape (Fu et al., 2019). Dams, as a barrier 
for river continuity, also have a negative influence on various water-related activities such 
as rafting suitability and ship navigation. According to Jia et al. (2019), there is an inverse 
relationship between hydropower generation and downstream navigation capacity. In some 
cases, water released from large hydropower plants guarantees river navigability in dry 
months, while withdrawals for small hydropower plants may locally hinder the navigability 
(Carolli et al., 2016). 

Finally, regarding the reduction of greenhouse gases, hydropower is known to be an im-
portant source of clean energy with low-carbon emission, thus representing an excellent al-
ternative to fossil fuels (Steinhurst et al., 2012). It is currently the leading renewable energy 
source, contributing two-thirds of global electricity generation from all renewable sources 
combined. However, an analysis of data collection has revealed that average greenhouse gas 
emissions from hydropower are actually much higher than expected (Barros et al., 2011; 



Methods and Tools Applied in the Project 

20 

Scherer et al., 2016), and individual plant emissions can even exceed those of fossil fuel 
plants (Abril et al., 2005; Hertwich, 2013; Rӓsӓnen et al., 2017). As suggested by Ocko et 
al. (2019), short-term climate impacts of hydropower are much larger than their long-term 
ones, especially regarding new plant development. Therefore, these issues need to be inves-
tigated urgently because hydropower is expected to grow at least 45% by 2040 (Ocko et al., 
2019), which could further threaten river ecosystem services. 

2.3.5 Links between impacts and ecosystem services 

In this context, the holistic DPSIR model is a good analytical framework for assessing water 
issues (Karageorgis et al., 2004; Kristensen, 2004; Skoulikidis, 2009), as it allows a better 
understanding of the complex link between the impacts on river ecosystems and their con-
sequences on the services they provide (Kelble et al., 2013). Specifically, drivers (in our case 
hydro and thermal energy production) cause pressures (i.e. diffuse pollution, water abstrac-
tion and physical intrusions) and, as a result, affect the waterbody state (i.e. water quantity, 
ecological and chemical status). This has consequences on ecosystem functioning (i.e. 
changes in river morphology, hydraulics and flow regime, sediment continuity, physical hab-
itats and biotic communities) and thereby on ecosystem services (i.e. habitat provision for 
biodiversity, temperature regulation, self-purification and water-related activities), which 
may require a policy response (i.e. water use restrictions, water-saving devices, alternative 
supplies and restorative actions). Therefore, ecosystem-based management should focus 
upon ecosystem services that recognise the multi-functionality of the water systems and, at 
the same time, account for the benefits and values associated with human well-being 
(Haines-Young and Potschin, 2010; Kelble et al., 2013; Hering et al., 2015). 

To support decision-making aiming at such ecosystem-based management, we summarised 
the effects of thermoelectric and hydroelectric power plants on the various ecosystem ser-
vices (Table 2-1). 
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Table 2-1: Overview of the effects of thermoelectric and hydroelectric power plants on vari-
ous ecosystem services (arranged by ecosystem service main group, subgroup and types. 

Main ES 
group 

Subgroup  Ecosystem service 

Effects by power 
plants 

ther‐
mo‐
electric  

hyd‐
ro‐
electr
ic 

P
ro
vi
si
o
n
in
g 

Nutrition 

Cultivated crops     X 

Plant resources for agricultural use     X 

Wild animals and fish  X  X 

Surface water for drinking      X 

Ground water for drinking      X 

Resources 

Fibers and other plant materials for di‐
rect use or processing     X 

Water for non‐drinking purposes  X    

Biomass‐based energy resources  Plant‐based resources      X 

R
e
gu
la
ti
n
g 

Retention  Retention of organic C     X 

(Self‐purification)  Retention of N     X  
Retention of P     X 

Global climate regulation 
Retention of greenhouse gas emission / 
carbon fixation  X  X 

Extreme discharge mediation 
Flood risk regulation     X 

Drought risk regulation       

Sediments  
Mass flow / Sediment regulation     X 

Soil formation in floodplains     X 

local climate regulation  Local temperature regulation/Cooling   X    

Habitat  Maintaining habitats   X  X 

C
u
lt
u
ra
l 

Cultural 

Landscape aesthetics  X  X 

Natural and cultural heritage     X 
Unspecific interactions with the riverine 
ecosystem  X  X 

Education and science     X 

Water‐related activities  X  X 
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2.4 Water and Energy Security Indicators 

Author: Tobias Landwehr 

Energy and water are coupled via various direct and indirect means (Hamiche et al., 2016). 
Water is used as a coolant in Rankine cycle processes (Winterbone and Turan, 2015), a driv-
ing force in hydropower plants (Zarfl et al., 2015) and a prerequisite for biomass-based en-
ergy systems (Jans et al., 2018; Flörke et al., 2018). Likewise, global electrical energy gen-
eration has increased tremendously. In 2017, it quadrupled compared to the level in 1971 
(International Energy Agency, 2019). The energy demand and water dependency of electri-
cal energy are thus larger than ever. 

Surprisingly, assessment systems that provide insights into the manifold interconnections 
between energy generation and water availability are rather scant. The only known energy–
water assessment system is the Water for Energy Framework (W4EF) by the World Water 
Forum (Lemoine and Bellet, 2015), which, however, has shortcomings regarding govern-
mental aspects (Pahl-Wostl, 2015; Daniell and Kay, 2017), economic and capacity re-
strictions (Rhoades, 1995; Rogers et al., 2002), long-distance and long-term effects (Zarfl et 
al., 2015; Grill et al., 2015) as well as scaling (Abbott et al., 2019; Platzer et al., 2016). A 
new, holistic assessment system was thus needed. 

WANDEL established a new holistic assessment system with six main indicators to assess 
the energy–water dependency and to evaluate whether the actual and projected energy gen-
eration is secure with respect to water supply. The main indicators, alongside their main 
scientific sources, are thus as follows: 

1. Competition for Water (Rhoades, 1995; Solow, 2008; Hunt, 2011): Electric energy 
generation is not the only sector that consumes more or less limited water resources; 
the domestic, environmental, industrial and agricultural ones also do. The main indi-
cator demonstrates how far this competition for water endangers the security of elec-
tricity generation via an assessment of sector competition and population develop-
ment. 

2. Constraints on Water (van Vliet et al., 2013; Flörke et al., 2018): Water as a resource 
is vulnerable to varying anthropogenically and environmentally induced characteris-
tics, especially temperature or quantity. These constrain the resource and thus poten-
tially limits electricity generation, which is reflected by the indicator in its assessment 
of the temperature and quantity of various water sources of the region. 

3. Dependencies on Water (International Energy Agency, 2018; Bolognesi et al., 2014): 
The degree of a region’s continuously water-dependent electricity generation might 
endanger its generation security due to common ‘week point’ of the dependencies, 
which the indicator demonstrates via direct dependencies and a region’s economic–
technical capacity to escape this dependency.  

4. Water Footprint (Hoekstra, 2017; Schomberg et al., 2021): Resources for electricity 
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generation do have origins in faraway regions, where their extraction and export en-
danger water security. The indicator assesses the impact on faraway water resources 
of both the resources necessary for the erection of power plants and the resources for 
their continuous operation (e.g. coal or uranium). 

5. Feedback Effects (Grill et al., 2015; Kedra and Wiejaczka, 2018): Large-scale infra-
structures such as power plants or dams influence the nature of their water resources 
(most often riverine systems) tremendously. The indicator reflects this by assessing 
both the fragmentation of riverine systems as well as the effect on the disturbed sed-
iment balance, which are indicators of ecologic, economic and agrisocial impacts. 

6. Institutional Capacity (Pahl-Wostl, 2015; Van de Graaf and Colgan, 2016): The gov-
erning of the water–energy dependency is a complex administrative jurisdictive pro-
cess. The indicator reflects this by assessing the governance capacity of and corrup-
tion impact within a country as well as the administrative and legislative situation of 
a surveyed region. 

The indicator system is designed in such a way that it applies to both (sub-)basin regions 
(e.g. the Nile) or administrative regions (e.g. Bavaria). 

Each of the main indicators is backed by several carefully selected sub-indicators and sub-
indicator assessment methodologies (Figure 2-4). They can be examined, e.g. ‘Fragmenta-
tion Stress’ of ‘Feedback Effects’ is derived from the Dam Impact Matrix from Grill et al. 
(2015), whilst ‘Intersectoral Competition’ from ‘Competition on Water’ evaluates regional 
sector water consumption shares based on a modified Herfindahl-Hirschman-Equation as-
sessment. 

Each sub-indicator receives a score from one (the best) to five (the lowest) and is evaluated 
by highly individual processes. The scores are treated arithmetically to generate the final 
main indicator score. 

To illustrate, the main indicator ‘Competition for Water’ for the Southern Region of Nevada, 
USA, including the desert city Las Vegas suggests that the population growth has been in-
creasing rapidly, with limited inner water supply from the region itself (Foresta, 2018). This 
produces a high-risk situation for the future, reflected by the sub-indicator ‘Demographic 
Demand’. Let’s suppose a 4.0 rating for this. 

Furthermore, the water-consuming sectors (including electricity generation) are almost mo-
nopolistically dominated by one specific sector – namely the domestic sector (Foresta, 
2018). Its consumption quantity substantially exceeds the others – and this in a water scarcity 
situation. This means that small changes in the domestic water consumption could (nearly) 
deplete its scarce water resources and thus endanger the security of all other sectors (includ-
ing electricity). The ‘Inter-Sectoral Competition’ sub-indicator reflects this. Therefore, let’s 
give this a 5.0 rating. So, the arithmetic mean of both sub-indicators would form a very 
alarming 4.5 for the main indicator ‘Competition for Water’. 

Furthermore, ‘Demographic Demand’ assesses the population growth trend as a metre for 
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the overall consumption direction of a region. It differs from ‘Inter-Sectoral Competition’, 
which measures a monopoly pressure situation of water consumption, which could be of 
agricultural or industrial origin. (Further definitions and detailed descriptions of the sub-
indicators can be obtained from Landwehr et al. (submitted). 

 
Figure 2-4: Overview of the energy-water indicator system. Each main indicator (outer cir-

cle) expresses a high impact topic in the energy-water relationship, which it will rate. The 
main indicators’ ratings are formed by the arithmetic mean of their respective sub-indica-
tors (inner circle). The sub-indicators are rated by complex, individual rating mechanisms 

of topics that reflect the central characteristics of their overarching main indicator. 

2.5 Risk Methodology 

Authors: Jazmin Campos Zeballos, Liliana Narvaez, Zita Sebesvari 

In the context of the WANDEL project, UNU-ESH aimed to understand the water-energy 
nexus in the bioenergy case study: ‘Electricity generation based on sugarcane bagasse in Rio 
dos Patos, Goiás, Brazil’, with reference to land-use scenarios and technology improvement 
(see Section 3.4).  
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The risk assessment was in line with the Intergovernmental Panel on Climate Change (IPCC) 
risk framework (IPCC, 2014) with few changes in the approach for incorporating the tech-
nological phase in the assessment. The framework was applied to understand how droughts 
would affect a bioenergy system and to identify which and where were the weak and the 
strong components. 

Due to the novelty of a risk assessment applied to energy systems, the subcomponents and 
their analysis were tailored to the case study and the environmental context. Sugarcane bio-
energy systems have internal feedback loops that can further increase their resilience to cli-
mate change. For instance, the recovery of sugarcane water for further use in industrial pro-
cesses and water recirculation within the mill makes the industrial subsystem almost closed. 
Or the use of industrial wastewater and vinasse to irrigate sugarcane reduces its impact on 
water resources, reduces freshwater demand for irrigation, and increases sugarcane crop 
yield. 

The risk assessment was applied to the agricultural and the industrial subsystems of the sug-
arcane bioenergy system. It included hazard, exposure and vulnerability assessments adapted 
to and considering both subsystems. The most noticeable adjustment was on the vulnerabil-
ity assessment, commonly assessed under a socio-ecological approach. As an energy system 
has strong technological components that must be included to understand the system’s vul-
nerability, some authors have been working towards the use of a social-ecological-techno-
logical approach in which the technological sphere is included in the assessment to have a 
complete overview and understanding of the system (Ahlborg et al., 2019; Krumme, 2016; 
Markolf et al., 2018; van der Leer et al., 2018) (for more details on the case study, read 
(Narvaez Marulanda et al., 2021[manuscript in preparation])). 

The analysis was performed yearly from 2000 to 2014 and included only local impacts in 
the basin. The analysis excluded economic and market impacts in the system and changes in 
governmental initiatives to promote sugarcane. 

This subchapter aims to provide the necessary steps to fill and understand the elements 
within the risk framework applied to an energy system using, as an example, a sugarcane 
bagasse-based electricity generation system (see Figure 2-5). 
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Figure 2-5: Risk Framework 

2.5.1 First step: Energy system definition and geographic extension 

An energy system has different components that can be organised into subsystems. Figure 

2-6 shows two subsystems; however, depending on the energy system, it can have more. 
Questions that can help identify the subsystems are as follows: Where is the energy plant 
located? Which materials and resources are used as input for the system to generate energy? 
From where are these materials and resources sourced? 

The energy plant is considered a subsystem, with the material and resources used to generate 
energy coming from other subsystems. A bioenergy system will have two sub-components, 
agriculture from which raw material is sourced to generate energy, and the industrial phase 
in which the raw material is transformed to energy (see Figure 2-6). 

Figure 2-6: Bioenergy system 

The geographic unit for analysing the risk of water-related hazards is a basin; therefore, for 
the system to function, the assessment’s geographical scale is based on the basins involved. 
In the case study, both subsystems were located in the same basin; thus the assessment’s 
geographical scope was one basin, Rio dos Patos. 
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Once the subsystems are identified and the geographic area defined, the optimal climatolog-
ical conditions, soil characteristics, and water availability that are needed for the system to 
function can be listed. 

For example, in the agricultural subsystem, the crop will grow healthy under certain precip-
itation patterns, temperature ranges, soil characteristics that can be achieved by soil correc-
tion and the minimum river water needed for irrigation. Subsystems related to natural re-
sources should also include the land use cover in the basin, protected areas and compliance 
with the regulations regarding them, given that the health of the basin will influence the 
crop’s health. 

Usually, there is a time step between the agricultural and the industrial systems, which differs 
from crop to crop and should be considered during the risk assessment. The crop life cycle 
should be used as a year reference, as it will be the system calendar for plantation, harvest 
and energy generation. 

The analysis should acknowledge other users in the basin to understand the water demand 
in the basin throughout the year. It is important to understand different users’ behaviour and 
priorities during natural hazards, as changes in the water input, regulated by the soil type and 
land cover, will determine the water available for the different users in different months of 
the year. 

Figure 2-7 summarises the relevant users to consider when the assessment is carried out. 

Figure 2-7: Basin users 

2.5.2 Second step: Relevant stakeholders and data acquisition 

After defining the system under analysis, its components and the basins involved, relevant 
stakeholders can be identified. Questions that can help to identify key stakeholders are as 
follows: Who is the authority granting water use permits? Who is the authority dealing with 
environmental permits and land-use changes? Is any research institution exploring or ana-
lysing the energy system or subsystems? Is any private or public association promoting this 
particular energy source? 
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Stakeholders are important for thoroughly understanding the system and the loops within it. 
They provide insights into the system from different points of view, identifying the data 
required, interpreting the results, and implementing adaptation measures. They manage the 
information and databases and can provide data and information for the analysis. 

The stakeholders were selected to cover the basin analysis in general and the bioenergy sys-
tem in particular. Figure 2-8 shows the basin and the stakeholders per component that should 
be considered. To have a comprehensive analysis, it is important to consider all levels of 
stakeholders. 

 

Figure 2-8: Relevant stakeholders 

Therefore, the relevant stakeholders were thus identified, proceeding from a wide and gen-
eral scope to a more specific lens. 

- National and regional water authorities provide insights on water regulation for the 
basin regarding allocation and quality.  

- Local authorities have a more intimate understanding of the basin, its users and 
their water demand, most likely land-use changes, and the basin’s environmental 
status. Usually, the authorities are in charge of licensing, monitoring and control-
ling water use and land-use changes permits and controlling and monitoring water 
quality. 

- National energy authorities manage and monitor the national energy agenda. Pri-
ority sources are promoted through it,. It often has a department or is connected to 
an energy research institute that analyses changes in the energy matrix and likely 
energy outlooks. 

- The most important stakeholders are the ones related directly to the energy system. 
Research institutes should always be considered due to their specific knowledge of 
the subsystems and the system’s general overlook and their extensive geographic 
scope. In Brazil’s sugarcane case, Empraba Cerrados was a relevant stakeholder 
and partner of the project, which helped connect dots between the energy system 
in the basin and regional and national regulations and plans. In this particular case 
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of a bioenergy system, farmers and farmers’ collectives gave a rich insight into the 
agriculture system and the raw material for energy generation. Moreover, mill 
owners, mill managers and industrial associations contributed with helpful insights 
on the industrial subsystem, loops within the industrial system design, and im-
provements in the system. 

2.5.3 Third step: Hazard analysis 

Hazard Indicators 

Hazard is understood as ‘climate-related physical events or trends or their physical impacts’ 
(IPCC, 2014). Each hazard has unique indicators that can be found in the literature. In the 
case of drought, the most common are the Standard Precipitation Index (SPI), the Standard-
ised Precipitation-Evapotranspiration Index (SPEI) and the Palmer Drought Severity Index 
(PDSI), among others. 

Energy systems have specific water requirements for their subsystems that should be ful-
filled for the system to function. They are also located in areas with specific climatological 
characteristics and prone to different hazards. 

In bioenergy systems, the assessment is concentrated on a particular type of crop, in a basin 
with specific climatological characteristics, land use, and identified water users. Given the 
specific applicability of the analysis, on top of the typical indicators, indicators related to 
rain distribution, agriculture planning, temperature, and river and ecological flow, specifi-
cally for crops, can be added. 

For example, rainfed and irrigated crops will depend on the region’s precipitation pattern 
and temperature. If the precipitation volume is roughly the same every year, but its concen-
tration in time changes and the rainy season’s time frame shrinks, the crops will be affected, 
and the irrigation patterns will need to be adjusted. Additionally, analysing the length of the 
dry season and the consecutive days with less than a certain volume of precipitation in the 
rainy season can also be considered for identifying drought events for specific crops. 

Hydrological patterns, including the ecological component, are also relevant for hazard anal-
ysis. It is important to acknowledge the ecosystem as a user in the basin when minimum 
flows are analysed. If national and local regulations establish an ecological flow threshold, 
it can be used as a reference; otherwise, the ecological flow can be defined depending on the 
biome, weather patterns, and historical flow data. 

The hazard indicator for the industrial system is related to its water demand. It should be 
analysed considering other water users in the basin and water damming. When a drought 
occurs, usually water allocation is prioritised for the population and cattle, if there is no 
regulation to prioritise other users. The prioritisation of other users depends on the basin, 
local economy and national regulations. 

In the case of sugarcane and the mill, sugarcane will be a priority over other crops to ensure 
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its sprout. In this sense, only sugarcane recently planted can be irrigated before other crops 
during a drought event. The industrial demand is not a priority for water allocation in the 
region; for that reason, access to a dam to cover its water demand is key during a drought 
event. 

It is relevant to do a monthly step analysis to identify months with higher risk. Different 
users’ behaviour and water demand during those months in both drought and flood events 
will be meaningful when planning adaptation measures. The final result for the hazard as-
sessment can be a single yearly value. 

Hazard indicators’ thresholds 

Once the indicators are chosen, thresholds should be settled considering the subsystem man-
agement, weather patterns and ecosystem demand. Common indicators such as the SPI and 
the SPEI have thresholds that can be applied. In the case of bioenergy systems, in general, 
crops will have specific thresholds for identifying when it has been exposed to drought 
events. The region that was studied has thresholds too, which were used for the analysis. 
Similarly, the region has established thresholds for river and ecological flows, which were 
used in the assessment. 

For other indicators, thresholds can be defined using the average of the historical data, nat-
ural breakings, standard deviation, or quartiles, among other statistics, to analyse historical 
data behaviour. 

When it comes to bioenergy systems and specifically to sugarcane, farmers and mill manag-
ers, researchers use the quartile one as the threshold for weather patterns. They tend to plan 
the harvest year based on historical data, considering what ‘has happened the most’. For this 
reason, in the case study, to define the different levels of drought, the thresholds were iden-
tified using quartile 1 and the standard deviation. 

Hazard value 

Risk assessments usually use values from 0 to 1, one being the strongest hazard event, most 
exposed system or most vulnerable component. In this sense, the final hazard value should 
be normalised to fit into the overall assessment. 

The final value depends on the indicators selected and if they were grouped and weighted. 
If the indicators are to be weighted, stakeholders should be involved in the processes to en-
sure the inclusion of all perspectives. 

2.5.4 Fourth step: Exposure analysis 

Exposure is understood as ‘the presence of people, livelihoods, species or ecosystems, envi-
ronmental functions, services, and resources, infrastructure, or economic, social, or cultural 
assets’ in the system that could be affected (IPCC, 2014). In this sense, exposed elements 
are elements within the energy system that a hazard can impact. For an energy system, it will 
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be the energy plant, plus all elements in the subsystems that make the system work. Partic-
ularly for a bioenergy system, the exposed components are the crop that will be processed 
to produce energy and the mill’s installed potential. Basic exposure data are land use, pro-
tected areas and maps of water bodies. Satellite images can be processed to identify the crop 
areas; however, it is necessary to have extensive knowledge of the crop characteristics to 
identify and classify them correctly. 

Land use maps, protected areas and slopes can indicate where in the basin the crop might 
and can expand without jeopardising natural coverage key for maintaining the basin equilib-
rium. 

The exposure of the crop can be the percentage of the geographical area covered by it. It is 
important to mention that when applied to future scenarios, the exposure should never be 
100% or 1. This is because protected areas must be respected, and other crops and land uses 
may also expand. 

The industrial exposure is the percentage of the installed potential the mill represents in the 
geographic unit. If it is the only mill in the geographic region, then it will be 100%. For 
future scenarios, the installed potential may increase with the crop area expansion. It depends 
on the national agenda and the priority role the analysed energy system plays in it. 

2.5.5 Fifth step: Vulnerability assessment  

The vulnerability of the energy system’s exposed elements is understood as ‘the propensity 
or predisposition to be adversely affected’ (IPCC, 2014). It applies to the agricultural and 
the industrial subsystems and to the defined geographic extension in a bioenergy system. 

In the case of sugarcane, it was applied to the mill in the basin, farmers within the basin, and 
farmers collaborating with the analysed mill close to the basin but outside its boundaries. 

As a first step, relevant indicators for both subsystems were searched for in the literature. 
The industrial system’s vulnerability is related to its performance and efficiency in water use 
and electricity generation. the electricity generated per cubic metre of freshwater extracted 
and the energy compromised per cubic me-ter that is not available in the basin are common 
indicators for energy systems when they are evaluated to understand their performance. 

For the agricultural subsystem, the literature review aimed to identify indicators used to 
evaluate the vulnerability of the social, agriculture and soil, network infrastructure, environ-
mental, economic, and governance components, which are key for the agricultural system’s 
performance. 

A semi-structured questionnaire was designed to cover the six components. The question-
naire collected data and information for each indicator to understand the adaptive and coping 
capacity, social susceptibility and ecosystem susceptibility and robustness. 

In this sense, the vulnerability assessment considers relevant components or spheres of the 
agricultural subsystem such as governance and translates them into vulnerability elements. 
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After the indicators were reorganised into the vulnerability elements, statistics were applied 
to get numbers between 0 and 1, one being the most vulnerable. 

The questionnaire contained the following: 1) yes/no questions, which had a value of 0 or 1 
depending on what they were referring to; 2) questions with five different options, with each 
option having a value from 1 to 5 – these were settled with experts and later normalised to 
1; 3) open questions in relation to quantities and percentages that were also normalised to 1 
and 4) open questions aiming at description and information used to understand the context 
and farmers’ perceptions of the bioenergy system and drought events. 

Indicators and elements can be weighted according to experts’ opinions. In the case study, 
the indicators and elements were not. The statistics behind the analysis of indicators per 
element differ, depending on the indicator and the information they contain. In general, the 
most common element value is the average of the indicators in it. 

The final vulnerability value was the average of both subsystems due to the similarity of 
both values. However, it is important to be careful in this final step, as the value should 
represent both subsystems. 

2.5.6 Final risk assessment value 

The drought risk of the energy system evaluation is the sum of the system's hazard, exposure, 
and vulnerability values (see Figure 2-9). The analysis should include the most common in-
dicators triggering alerts for drought events based on the hazard indicators, the most exposed 
elements, and where the vulnerability is coming from.  

Figure 2-9: Drought risk framework for sugarcane-based electricity generation 
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2.6 WANDEL-Share 

Author: Hinrich Paulsen 

WANDEL-Share is a geoportal that was developed with the aim of facilitating easy man-
agement and analysis of geo- and Earth observation data in the project context. It was made 
available to all case studies with data supporting, e.g. the quantification of water scarcity 
footprints and is intended for practical applications after the end of the project. 

WANDEL-Share, available at https://WANDEL.mundialis.de for invited users, features the 
following sections, which will be detailed in the following paragraphs: 

 administration of users, applications and geodata 

 user interface for geodata and geoprocessing (client) 

 document management system 

2.6.1 Administration of users, geodata and applications 

WANDEL-Share has been built using free and open source Software (FOSS), utilising in-
ternational standards from the International Organisation for Standardisation (ISO), the 
World Wide Web Consortium (W3C) and the Open Geospatial Consortium (OGC) to facil-
itate global interoperability. It contains a cloud-based geo-processing engine called actinia1 
(https://actinia.mundialis.de/) that facilitates the dynamic processing of satellite imagery, 
provided for free by the Copernicus Programme of the European Union. 

As WANDEL-Share is global in scope, it was programmed as a web-based application with 
the possibility of self-registration and subsequent login. The self-registration was deac-
tivated during the project lifetime for safety reasons but can be activated at any time. After 
login, the user sees the administration backend where they can, among other activities, re-
quest rights to applications and data. The so-called super-admin is able to grant sub-admin, 
editor and user rights that allow or disallow certain actions such as create, read, update and 
delete (CRUD). The meticulous implementation of user rights and roles, also extended into 
individual data layers, is important for future users, as it guarantees ownership and thus data 
privacy by design and not only superficially. 

The administration backend also allows the upload of vector and raster data. As WANDEL-
Share can also be thought of as a node in a Spatial Data Infrastructure (SDI), data can also 
be registered as a Web Mapping Service (WMS), which only stores the reference to a remote 
data repository. To exemplify data that was integrated by mundialis into WANDEL-Share 
to provide users with certain base data to start, their work can be grouped as follows: 

• Administrative, covering administrative and research site boundaries 

                                                 
1  https://github.com/mundialis/actinia_core 
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• Eco regions, covering global physical regions, land cover types and soils 

• Energy, covering global power lines and networks, wind-power stations and 
photovoltaic power potential 

• Surface water, covering world rivers and lake basins 

• Groundwater, covering groundwater resources and recharge, areas of saline 
groundwater and global groundwater vulnerability to floods and droughts 

• Climatology, covering global wind atlas, precipitation and temperature 

• SDG Indicators, covering the proportion of the population using safely managed 
sanitation services and world population 

• Background layers, containing a base map 

The interactive nature of WANDEL-Share allows users to upload their own data or register 
data of interest from remote sources. 

The ability to create so-called applications sets WANDEL-Share apart from most geoportals. 
An application is a Web-GIS client with an individual spatial extent, individual GIS tools 
and individual data. There is no limit to the number of applications that can be created and 
to do this no programming skills are required. The image below (Figure 2-10) depicts the 
user interface needed to configure an application. 

 
Figure 2-10: Configuring individual applications in WANDEL-Share 

In the WANDEL project, each case study received an application, which enabled users to 
focus on data and the research question for their area of interest. At the same time, access to 
data from other case studies or areas was also possible because all data resides in the same 
repository and the data format follows international standards. The tool was developed keep-
ing in mind interoperability across institutional and state boundaries and provision of easy 
service to future customers. 

2.6.2 User interface for geodata and geoprocessing (client) 

Data uploaded or registered in WANDEL-Share can easily be added to an application by 
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dragging and dropping it to the right location in the layer tree which can be individually 
configured for each application. Data can be viewed in its spatial context, objects in the data 
can be searched for and its metadata can be queried. In addition, the client features the fol-
lowing functionality: 

 Printing map content in widely used formats 

 Measuring distances and areas 

 Drawing points, lines, polygons, circles, rectangles, text and post-its through the 
annotation tool; 

 Interactive loading of WMS such as 
https://ows.terrestris.de/osm/service?SERVICE=WMS&VERSION=1.1.1&REQU
EST=GetCapabilities 

 Starting of Sentinel-1 and Sentinel-2 processing chains 

Besides more or less static data already present in WANDEL-Share the ability to dynami-
cally process raster data originating from the Copernicus Programme of the European Union 
(EU) is another feature that sets WANDEL-Share apart from other geoportals. 

To achieve this processing ability, the REST API of the FOSS GRASS GIS 
(https://grass.osgeo.org/) was utilised to access the approximately 400 functions available in 
the software via the internet. GRASS GIS was modified to be cloud-enabled (Neteler et al., 
2012), meaning that computing processes can be dynamically allocated to several compute 
nodes. The resulting cloud computing engine is called actinia (Neteler et al., 2019), and the 
general computing workflow is depicted in the image below (Figure 2-11). 

 

Figure 2-11: Actinia schematic 
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The following items are signature functionalities of actinia: 

 Virtual machine (VM) configurations (CPU, RAM, memory, etc.) can be created, 
stored, modified and deleted (CRUD → create, read, update, delete). 

 Configurations for the software to be installed in the VMs can be stored. 

 An application programming interface (API) has been programmed that can be used 
to automatically order, start, configure, switch off and delete VMs. The advantage of 
this approach is the minimisation of cloud costs because VMs are ordered and 
operated only when in use and thus incur costs only then. 

Regarding the dynamic processing of satellite images, radar and optical data from the Co-
pernicus Program are accessible. 

In WANDEL-Share, radar data of the satellites Sentinel-1a and 1b and optical data from the 
satellites Sentinel-2a and 2b can be processed utilising actinia. This is an automated process 
chain, where the desired area is marked on the map, a dynamic search for existing data in 
the desired period and adjustable criteria (RADAR: orbit direction, polarisation, product type 
and sensor operation; OPTICAL: time range and cloud coverage) is performed, following 
which an index calculation is carried out. The result of the calculation is immediately dis-
played in the map and the layer tree. 

2.6.3 The Document Management System (DMS) 

WANDEL-Share also features a so-called Document Management System, where the user 
can interactively create a structure of a document, i. e. a table of contents, and then populate 
the individual chapters with text, maps, graphs, pictures, etc. Individual elements, the nodes, 
of the structure can be created, modified and deleted at any time. 

Overall, WANDEL-Share stands out because it was developed using FOSS, allowing for the 
adoption of ownership. At the same time, a lot of complexity was hidden behind user inter-
faces that allow the individual configuration of spatial data management functionality with-
out the need to program a single line of code. Last but not the least, the geo-processing 
engine actinia is a very powerful tool when it comes to the analysis of Earth observation data 
and can be adapted to individual needs because all underlying source code is accessible. 
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3 Case Studies 

3.1 Coal Power Plant – Heyden, River Weser, Germany 

Authors: Swantje Dettmann, Sarah Dickel, Tobias Vogtmann, Stephan Theobald, Anna 
Schomberg 

3.1.1 General overview of the case study 

Case study 1 – Weser Drainage Basin 

As part of case study 1, recent technical options are being developed for the efficient man-
agement of the available water resources and a reduction in the negative impacts of selected 
energy systems on water as a resource. These are being implemented on a regional basis for 
River Weser. For this purpose, control strategies, as well as a simulation tool for operational 
and supra-regional management of hydraulic infrastructure, are being further developed. 

To model the water availability on Weser river, a simulation-based predictive optimisation 
tool for the Eder dam was developed and the watercourse system up to the Hann. Münden 
gauge expanded till River Diemel, including the Diemel dam and River Weser up to Peter-
shagen gauge. Figure 3-1 illustrates the catchment area of river Weser. The modelled river 
system is approx. 405 km long and is marked by a red circle. The two dams, Eder dam and 
Diemel dam, are indicated by arrows with question marks, as their output is considered in 
the optimisation and their influence on the connected flow system is being analysed. 

In the project area, several locally and supraregionally acting water infrastructures are pre-
sent. Supraregional infrastructures, such as dams, can be used to meet management targets 
far downstream. Thus, the model can be utilised to make River Weser navigable or to main-
tain certain minimum water levels or drains at the Weser gauges. In addition to a temporal 
redistribution of the water, it is used for energy generation by hydropower plants or by draw-
ing off water for cooling purposes at the Heyden coal-fired power station. However, the 
dams have multiple usage aspects: the Eder dam with a storage space of 200 million m3 is 
used to compensate for low seasonal water levels, improve the shipping conditions from 
Hann. Münden, prevent floods and generate power. The Diemel dam has a storage volume 
of approx. 20 million m3; it facilitates water level regulation on River Weser and the Mittel-
land Canal, flood protection and electricity generation. 
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Figure 3-1: Graphical overview of Weser catchment with the modelled area (red circle); Eder 

dam (ETS) and Diemel dam (DTS) are represented as arrows 

As part of the project, the Department of Hydraulic Engineering and Water Management at 
the University of Kassel conducted a large-scale modelling of water availability on the Upper 
Weser. Thus, the supraregional effect of the management was examined too, possible 
changes in the supply (climate change) were considered. For these studies, an existing sim-
ulation-based predictive optimisation model of the Eder dam with a flowing water system 
was expanded. The upstream river section, up to the Petershagen gauge, the tributary Diemel 
and the Diemel dam have been added to the model. This enables an analysis of water use 
and distribution along the Weser, taking into account competing users (shipping, water ab-
straction, etc.). The key parameter here is the temporal flow behaviour at selected stations. 
By simulating different scenarios, discharge strategies for an adapted management strategy 
can be investigated. These scenarios include supporting discharges for shipping or in the 
event of low water conditions and flood situations. This enables the evaluation of control 
concepts and the identification of the potential for improvement against the background of 
efficient management of the existing water resources. In case forecast data are submitted, 
the model can be used in practice as a decision support system for the determination of the 
optimal control strategy for the supraregional management of hydraulic engineering infra-
structures. 
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3.1.2 Direct impacts of the energy system on water resources 

The total quantitative water scarcity footprint (WSFquan) of the coal-fired power plant Hey-
den is 0.009 m3 kWh-1 with most of it associated with the operation phase (Table 3-1). The 
total qualitative water scarcity footprint (WSFqual) is approximately 2 m3 kWh-1 significantly 
higher; again, most of it can be attributed to the operation phase (Table 3-1). However, direct 
contributions only come from quantitative water use during the operation phase. They ac-
count for 23% of the total WSFquan of the operation phase and represent evaporation losses 
from the cooling tower. Fittingly, the hotspot analysis of the indicators WSFquan and WSFqual 
has not revealed on-site hotspots of water use of the coal power plant according to the used 
methodology (described in Section 2.1, see also Figure 2-4). 

3.1.3 Indirect impacts of the energy system on water resources 

Apart from direct contribution from the operation phase, all other contributions to the water 
scarcity footprint (WSF) come from the upstream supply chain (Table 3-1) and are therefore 
associated with indirect impacts. The WSFquan of the construction phase is related to up-
stream processes that provide hard coal, steel, iron or copper, and electricity for the upstream 
supply chain. The WSFquan of the operation phase is slightly higher and associated with 77% 
remote contributions, which come predominately from hard coal mining in Russian mines 
(for details of the life cycle assessment [LCA] model, see Appendix A). The WSFqual is 
significantly higher, especially for the operation phase. As only direct emissions of alumin-
ium to water bodies are considered for the calculation of WSFqual (for a detailed explanation 
of the indicator see Section 2.1), such processes with high aluminium emissions are partic-
ularly prominent here and in the other case studies. In this case, we are talking about pro-
cesses for treating waste from coal combustion in Switzerland, Greece and at unspecified 
locations. This is the first indication in this study of multiple environmental harms associated 
with coal-fired electricity. 

The WSF hotspot analysis reveals Switzerland (orange) and Greece (black) as hotspots of 
qualitative water use. The Greece hotpot is set to a maximum of 100 and is significantly 
higher in comparison. This also applies to all hotspots marked in black below, although some 
are significantly higher and others are only slightly above 100. In Switzerland, the treatment 
of hard coal ash and the treatment of waste graphical paper and, in Greece, the treatment of 
lignite ash are responsible for high aluminium emission into water bodies requiring signifi-
cant virtual dilution volumes. These processes are typical database processes of upstream 
supply chains in LCA with a good regionalisation for Switzerland and Europe in general. 
All three processes are part of the operation phase of the coal-fired power plant Heyden. 
There is no WSF hotspot associated with the construction phase and no WSF hotspot asso-
ciated with quantitative water use.  
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Table 3-1: Cumulative LCIA indicator results for case study 1 – the coal-fired power plant 
Heyden. The share of direct and indirect contributions is given in each case has been pro-
vided as percentages. Qualitative and quantitative WSF (WSFquan and WSFqual) in m3 
kWh-1, fossil and renewable cumulative energy demand (CEDfo and CEDre) in kWh-Eq. 
kWh-1, ecosystem damage potential (EDP), ecosystem quality (ECO) and human health 

(HuHe) in points kWh-1, global warming potential (GWP100) in kg CO2-Eq. kWh-1, raw 
material input (RMI) and total material requirement (TMR) in kg kWh-1. 

  Construction Operation Total 

  total 
direct 
[%] 

indirect 
[%] total 

direct 
[%] 

indirect 
[%]   

WSFquan 1.77E-04 0 100 8.54E-03 23 77 8.72E-03 
WSFqual 4.24E-02 0 100 1.91E+00 0 100 1.95E+00 
CEDfo 7.91E-03 0 100 2.79E+00 0 100 2.80E+00 
CEDre 4.33E-04 0 100 2.87E-02 0 100 2.92E-02 
EDP 1.06E-04 40 60 9.54E-03 0 100 9.64E-03 
GWP100 2.52E-03 0 100 1.01E+00 89 11 1.01E+00 
RMI 7.71E-03 0 100 5.07E-01 0 100 5.14E-01 
TMR 1.07E-02 0 100 6.10E-01 0 100 6.20E-01 
ECO 5.34E-05 11 89 1.83E-02 86 14 1.83E-02 
HuHe 1.71E-04 0 100 3.47E-02 75 25 3.49E-02 

 

 
Figure 3-2: Hotspot analysis of the indicators WSFquan and WSFqual for case study 1 – the 

coal-fired power plant Heyden. For each indicator, single process results have been nor-
malised using the median of all case studies. Results have been summarised per location 

per case study. Values greater than 100 have been set to a maximum value of 100. Any lo-
cation with a value greater than 50, which equals a medium stress level on the scale from 0 

to 100, is considered a hotspot. Global and rest-of-World (RoW) processes are excluded 
from the analysis. Their share in the total indicator results can be up to 65%. Processes 
that contribute less than 1% to an indicator result, respectively, are also excluded from 

the analysis. 
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3.1.4 Direct and indirect impacts of the energy system on the environment 

Looking at the ESA indicators, the fossil cumulative energy demand (CEDfo) and global 
warming potential (GWP100) are especially high during the operation phase of the coal-
fired power plant Heyden. CEDfo accounts for 2.8 kWh Eq. kWh-1, meaning that almost three 
times the amount of fossil energy is needed to produce 1 kWh of coal-fired electricity. An 
analysis of the contributing processes shows that hard coal mining in Russian mines, a sup-
ply chain that has been regionalised in the course of the project (Section 2.1.4) and natural 
gas production in Russia are responsible for 95% of the upstream fossil energy input. The 
same processes also largely contribute to the ecosystem damage potential (EDP) and global 
warming potential (GWP100) and damage ecosystem quality (ECO) and human health 
(HuHe), which reveals the multiple environmental impacts of coal mining. Raw material 
input (RMI) and total material requirement (TMR) are also relatively high during operation 
due to the constant material supply of coal. However, the GWP100, ECO and HuHe consist 
of 75 to 89% direct contributions associated with the last process of the supply chain – the 
production of electricity on site. The environmental impacts of the construction phase are 
small in comparison and predominantly remote. 

The hotspot analysis reveals on-site hotspots of environmental impacts due to the contribu-
tions of the electricity production of the coal plant to the indicators GWP100, ECO and 
HuHe (black circles around the location of the case study in Figure 3-3a and Figure 3-3b). 
These stem from the combustion of coal and the associated exhaust gases. Remote hotspots 
are mostly associated with hard coal mining in Russian mines (circles in Figure 3-3a and 
Figure 3-3b) and can represent contributions to any of the midpoint ESA indicators. They 
are often also hotspots of more than one indicator. Further hotspots result from natural gas 
production in Russia and hardwood forestry in Germany and Sweden (Figure 3-3a). The 
latter are hotspots of EDP due to land-use changes from forestry.  

 
Figure 3-3: Hotspot analysis of the ESA indicators for case study 1 – the coal-fired power 

plant Heyden. Midpoint environmental impacts (CED, EDP, GWP100, RMI, TMR and 
WSF) and endpoint environmental impacts (ECO and HuHe) are shown separately (a and 

b). For further explanations on the hotspot analysis, see Figure 3-2. 
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The chosen midpoint and endpoint indicators reveal most of the environmental impacts, both 
on-site and off-site. Nevertheless, two environmental impacts are present that cannot be cov-
ered by indicators but need to be explained verbally. The first one affects the landscape and 
the visibility of the Heyden hard coal-fired power station and originates from virtue of the 
existence of the power station complex and its infrastructure. The massive buildings, mainly 
the cooling tower, the boiler house and the chimney that reaches a height of 225 m are visible 
from far away and therefore have a significant impact on the landscape. The fact that the site 
is located at the southern fringe of the North German lowlands makes this impact even more 
significant, as the topography does not hinder visibility. However, it is important to reflect 
that in this case study, there have been three power blocks on the same site that have been 
dismantled when block 4 went on stream. These blocks used the same cooling tower and 
chimney. In conclusion, the Heyden power station already had a significant impact on the 
landscape before the construction of block 4; thus, the latter did not change the power sta-
tion’s visibility and outward appearance in a decisive way. 

The second impact that needs to be discussed is the one on the local flora and fauna. In 
general, for detailed information on this impact, one needs reliable data, such as maps of on-
site vegetation and animals available there before the beginning of construction. Unfortu-
nately, such data does not exist for the Heyden power station. Hence one can only presume 
that due to the transformation from grassland and groves to a sealed area, various plants and 
animals lost their habitats. Whether this loss was significant for their population cannot be 
determined anymore. 

3.1.5 Design of instruments to address impacts 

The considered system was modelled with the Open Source Real-Time Calculus (RTC) 
Toolbox developed by Deltares Institute. In Figure 3-4 the river system is schematically 
illustrated. The gauges at the modelled river sections are pictured as green dots and serve as 
control points. The inflows to the system are shown as blue arrows meeting at a junction 
point. The Eder dam and Diemel dam are each shown as a triangle. 
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Figure 3-4: Schematic model of the river system – river sections are pictured as green dots 

and inflows to the system as blue arrows; the Eder dam and Diemel dam are each shown 
as a triangle. 

To balance the filling volume of a reservoir we simplify the general storage equation to the 
following equation (Eq. 3-1).  

𝑑𝑉
𝑑𝑡

ൌ 𝑄ሺ𝑡ሻ െ 𝑄௨௧ሺ𝑡ሻ (Eq. 3-1) 

A change in the inflow or outflow triggered in a discrete time step accordingly leads to an 
immediate change in the water level at the dam via the relationship of the storage character-
istic curve (assumption of a horizontal water level). 

The dam release 𝑄௨௧ consists of a controlled, i.e. controllable or optimisable release com-
ponent 𝑄௨௧, (control or manipulated variable) as well as an uncontrolled overflow compo-
nent 𝑄௨௧,௨ that depends on the storage water level 𝑊. 

The model predictive control (MPC) is used to determine the best possible (optimised) re-
lease strategy for the dams (Figure 3-5). With this regulation, the optimal dam output is 
determined in a forecast period using predictive state variables and specified targets. The 
dam release is defined over the calculation period as a sequence of future adjustment steps. 
The iterative optimisation approach is based on a simulation-supported process model; more-
over, based on a prediction time T0, it calculates the effect of a future sequence of correcting 
variables on the system. This enables an early reaction to future deviations from the target 
value. The optimisation is based on the principle of minimising the deviation between the 
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model prediction and target specification. The deviation is quantified based on a cost func-
tion, which assigns costs to every deviation from the target value. The cost function is made 
up of several, also opposing, individual goals such as the raise of low flow, flood and navi-
gation, the proportions of which are weighted differently. In addition, secondary conditions 
such as upper and lower limits or a permissible rate of change can be taken into account. The 
interior point optimiser (IPOPT) integrated into RTC tools is used for optimisation. 

 

 
Figure 3-5: Model predictive control (Rötz & Theobald, 2019) 

 

The routing model is used to simulate the flood routing, and in line with forecast and opti-
misation calculations, it enables the temporal flow characteristics to be identified at selected 
water stations below the dams. By connecting the reservoir model and routing model, the 
effects of the dam release become visible, considering translation and retention, up to the 
Petershagen gauge. 

The calculation of the flow processes is based on the maintenance of mass (continuity) and 
momentum (or energy). The simplified approaches of the complete equation of motion im-
plemented in RTC tools enable the consideration of backwater and hysteresis effects as well 
as a good approximation to the fully dynamic solution while reducing the numerical solution 
effort. 

For the calculation by the RTC tools, the model area is approximated as a cascade-like series 
of calculation nodes linked by hydraulic connecting elements (branch, hydraulic structure). 
The approximately 405 km long stretch of water was modelled using 121 nodes, 
115 branches and 5 hydraulic structures. 
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The calculation of the discharge to the node below in the river system is carried out according 
to the diffusive wave approach, assuming a representative cross-section for each section of 
the river. The hydraulic radius is approximated via the average flow depth and the water 
level gradient is identified via the adjacent nodes. The discharge transfer to the water sections 
dammed by weir systems is conducted with overflowable structural elements (hydraulic 
structures). The calculation of the discharge is figured for backflow and free conditions with 
a simplification of the Poleni formula. 

Figure 3-6 presents an overview of the project area with annotated hydrographs at the 
gauges. The stream gauges are marked as black dots and the dams are represented by blue 
arrows, as in Figure 3-4. The water course system integrated into the model enables a set 
point objective at a certain level in the system for optimisation. The shape of the hydrograph 
can be observed and evaluated across the entire system from the discharge of the particular 
dam. 

 
Figure 3-6: Exemplary evaluation of a simulation via the optimisation tool with a 

cartographic reference of results 

In the process of case study 1, the best possible release strategy for the Eder- and Diemel-
dams for various management scenarios is to be determined through optimisation. Therefore, 
simultaneous specifications are made at the Hann. Münden gauge as well as other down-
stream gauges on the Oberweser, for example at the Karlshafen or Hameln-Wehrbergen 
gauges. 

According to the operating requirements of the reservoirs, the outflow discharge is identified 
through an optimisation process. As part of the optimisation, point series objectives or step 
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functions of discharge can be defined, making it possible to specify a discharge for naviga-
tion support at a particular water station and at a convenient point in time. Moreover, the 
different water levels that are to be maintained can be defined at the Weser gauges, which 
are also part of the optimisation of the reservoir outflow. 

In the process of the investigations, calculations for low and mean water discharge as well 
as for floods were carried out. Short and medium-term time targets were considered, plus 
different levels of the reservoirs at the beginning of the calculations as well as different re-
quirements at the Petershagen gauge. Additionally, the dam volume was balanced for the 
different operating cases. 

Figure 3-7 shows an example of the evaluation of the optimisation of the reservoir release in 
accordance with parameters of hydrographs (set point objective) at the Hann. Münden and 
Karlshafen gauges (blue and red dashed lines). To achieve these requirements, the discharges 
from the Diemel and Eder dam were identified through optimisation (orange and green lines, 
secondary y-axis). The interaction of changeable and unchangeable tributaries such as the 
Fulda or Werra in the river system results in the discharge hydrograph at the observed gauges 
(blue and red lines). In the internal evaluation of the release strategy as part of the optimisa-
tion of RTC tools, the target function can be designed in such a way that exceeding and 
falling below the target are punished differently. If the level falls below the target, the pen-
alties in the model are ten times higher than if it is exceeded. The target values (dashed lines) 
are therefore often exceeded and seldom undercut by the optimised hydrographs (solid lines).  

Undercutting will be penalised because it does not achieve the required discharge at the 
gauge and the associated use of the stretch of water can be harmed. Exceeding will also be 
punished, as exceeding the required dam release over a longer period seriously affects the 
limited water resources in the reservoirs, which can limit or prevent later use. The setting 
steps for the dams’ releases are each valid for 10 hours before they can be changed again. 
Due to the constant outflow of the Edertal reservoir within this interval and the superimpo-
sition of uncontrolled inflows into the system, the target value is exceeded and undercut. The 
water levels in the reservoirs and thus the current storage capacities are also part of the op-
timisation, whereas their upper and lower limit values that are being weighted are so high 
that they are never exceeded or undercut in the process of optimising the dam’s discharge. 
The output spectrum of the dams is specified as a fixed condition and cannot be ignored. The 
Eder dam has an output range between 6 m3/s and 80 m3/s, while that of the Diemel dam is 
between 1 m3/s and 6 m3/s. The storage capacity of the Eder dam with 200 million m3 is ten 
times the volume of the Diemel dam, which means that it can supply the greater part of the 
required water masses. The Diemel dam supports the Eder dam in achieving the targets 
through its lower discharge. 
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Figure 3-7: Evaluation of the optimisation for shipping 

Aside from the specification of hydrographs (setpoint series objectives) for enabling navi-
gation on the Weser for a short period, optimisation for raising the low flow over a longer 
period is also possible. Figure 3-8 displays an evaluation of the rise in the low flow at the 
Hann. Münden and Hameln-Wehrbergen gauges over four weeks. The discharge specifica-
tions at the gauges (dashed) and the simulated, optimised discharge hydrographs (solid lines) 
are shown in red and blue. To meet the discharging specifications for the gauges over the 
respective period, the Ederdam emits a volume of 53.6 million m3 and the Diemeldam a 
volume of 9.3 million m3. Based on Figure 3-8, it can be seen that the rise in the low flow is 
possible over four weeks under the given boundary conditions, with the amount of water 
released at the Diemel Reservoir corresponding to approx. 46.5% of the total volume and at 
the Eder dam approx. 26.8% of the storage capacity. Hence, it is possible to raise the low 
flow level within a limited time, but this will massively reduce the reservoir volume. 
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Figure 3-8: Evaluation of the optimisation for low flow conditions 

In addition to the scenarios of shipping as well as low and mean water, the effects of water 
use were analysed against the background of a changed water supply. The balancing of the 
water consumption at the Mittelland Canal (MLK) and the Heyden power plant was the fo-
cus. 

Figure 3-9 illustrates the location of the Heyden power plant, MLK and the Petershagen 
gauge. The mean low water discharge (MNQ summer) at the Porta gauge is 76.5 m³/s. 

The Heyden coal-fired power station takes cooling water from the Weser at an average of 
1.87 m³/s via a discharge section, with the re-charge at Q = 1.75 m³/s. The supply can there-
fore be estimated as rather uncritical. As the Heyden power plant is to be shut down in the 
course of the German phaseout from coal-fired power, it can be neglected while considering 
the future water supply.  

The quantity of water that can be withdrawn for the MLK from the Weser is currently a 
maximum of approx. 8 m³/s; in the future, this may increase due to climate change and po-
tential changes in the requirements of the technical infrastructure. This could become par-
ticularly critical in periods of low water, especially in the case of greater future demand and 
lower supply in the summer months (low water period). 
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Figure 3-9: Power plant Heyden and Mittelland Canal (MLK) 

3.2 Cascade of Six Hydropower Plants on River Danube, Germany 

Authors: Swantje Dettmann, Sarah Dickel, Tobias Vogtmann, Stephan Theobald, Anna 
Schomberg, Martin Kondring, Dirk Menker, Andreas Boyer 

3.2.1 General overview of the case study 

As per the scope of case study 2, the Department of Hydraulic Engineering and Water Re-
sources Management at the University of Kassel analysed the potential of improved electric-
ity generation strategies for a cascade of hydropower plants. Furthermore, in cooperation 
with KIMA GmbH, the simulation model used was transformed into a training simulator for 
the operating staff of the control room.  

The investigation area comprises the cascade of the six hydropower plants on the upper Dan-
ube (ODK) from Oberelchingen to Faimingen and extends from Danube-km 2581.5 (barrage 
Böfinger Halde, inflow into the reach Oberelchingen) to Danube-km 2545.3 (barrage Faim-
ingen). The location of the dams plus a scheme of dams with local controllers are illustrated 
in Figure 3-10. The installed power generation capacity of the hydropower plants ranges 
between P = 7.4 MW and P = 10.1 MW, and the total capacity of the cascade is Ptotal = 52.5 
MW. 
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The analysis carried out in case study 2 not only aimed at maximising the generation of 
electricity, but also analysed the possibilities for providing more complex and therefore 
higher remunerated electricity products. In contrast to many other electricity generation tech-
nologies, hydropower is most versatile and can be used to cover both, base load and peak 
load. Furthermore, it can provide a control power range to support the frequency of the grid 
(see Section 5.3). 

In addition, case study 2 also aimed at augmenting the simulation system to make it a user-
friendly tool that can be used as a training system by the control room staff. For that purpose, 
KIMA GmbH, in cooperation with the Department of Hydraulic Engineering and Water Re-
sources Management linked the simulation model to a copy of the control structures and user 
interfaces of the control room, which is illustrated in detail in Section 5.4.  

 
Figure 3-10: Location of the dams and (inset) a cascade of hydropower plants with local con-

trollers 

3.2.2 Energy system 

Hydropower is one of the most important and most intensively used sources of renewable 
energy worldwide. In 2018, its share of the world’s electricity supply was about 15.9%, 
which represents 58.2% of the electricity generated from renewable energy sources (see Fig-
ure 3-11). Since 1990, the electric energy generated from hydropower in Germany has been 
between about 17 TWh/a (1998) and 23 TWh/a (2002) – which corresponds to a share of 2.8 
to 4% of total production (BMWi, 2019) – with the range mainly reflecting the annual vari-
ation of runoff. In other countries, hydropower is the main source of electric energy: in Aus-
tria, for example, the share of electricity generated from hydropower is approximately 67%, 
and in Norway, it is even 99%. 

The six hydropower plants of the ODK are located in the districts of Neu-Ulm, Günzburg 
and Dillingen in the Bavarian administrative district of Swabia. The annual electricity de-
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mand of these three districts is approx. 2,600 million kWh (EZA, 2021; Landkreis Günz-
burg, 2015; B.A.U.M. Consult GmbH, 2013). They generate electricity of approx. 300 mil-
lion kWh annually, which covers approx. 12% of the districts’ needs (LEW, 2021). Around 
400,000 people live in these three districts. With an average electricity consumption of ap-
prox. 1500 kWh/(pers. * A) (estimate based on data from the Federal Environment Agency 
(Umweltbundesamt, 2021)), approx. 50% of the residents’ electricity needs can be covered 
by the six hydropower plants. 

Around 11.9 billion kWh of the annually produced electricity in Bavaria is generated from 
hydropower, which corresponds to 15.9% of the electricity generated in Bavaria (Bayer-
isches Staatsministerium für Wirtschaft, Landesentwicklung und Energie, 2021). After Ger-
many’s phasing out of nuclear power by 2022, hydropower in electricity generation will 
become increasingly important (Bundesregierung, 2021). 

 
Figure 3-11: Power generation worldwide (REN21, 2020) 

An important factor for evaluating the different technologies for electricity generation is the 
emission of the greenhouse gas CO2, particularly with regard to climate protection. Com-
pared to other electricity generation technologies, the emission of greenhouse gas caused by 
hydropower generation is very low (Köhler et al., 2020). The specific greenhouse gas emis-
sion (given in g CO2 equivalent per kilowatt-hour) of the different technologies was deter-
mined by an LCA considering the production of the plant components, transport, installation 
(plant construction), operation and recycling/dismantling of the plants, thus spanning the 
entire life cycle of the plant. The results, which are shown in Figure 3-12, demonstrate the 
advantage of hydropower over the other regenerative technologies. While the greenhouse 
gas emission of hydropower is between 0 g and 11 g CO2eq/kWh, for biomass, it is up to 
172 g CO2eq/kWh. For wind energy, the range is between 39 g and 106 g CO2eq/kWh and 
for photovoltaics between 50 g and 67 g CO2eq/kWh. Electricity generation from fossil fuels 



Case Studies 

66 

emits greenhouse gas far above the maximum value for hydropower. Using these numbers, 
it can be calculated that in Germany, for example, in 2018, with an annual production of 
19.4 TWh from hydropower, approximately 30 million tons of CO2eq. could have been 
saved compared to electricity production from lignite. 

 
Figure 3-12: Specific greenhouse gas emissions from various power generation technologies 

(Köhler et al., 2020) 

The generation of approx. 300 million kWh/a by a cascade of hydropower plants produces 
approx. 1,630 t CO2 eq each year. If the same amount of energy were generated by biomass, 
approx. 25,500 t CO2 eq would be produced annually, with the use of photovoltaics approx. 
17,400 t CO2 eq and by using hard coal approx. 417,500 t CO2 eq. Thus, using hydropower 
leads to annual savings of approx. 24,000 t CO2 eq compared to the use of biomass, approx. 
16,000 t CO2 eq compared to the use of photovoltaics, and approx. 416,000 t CO2 eq com-
pared to the use of hard coal. As part of the German climate protection policy, initially, 
greenhouse gas emissions are to be gradually reduced. By 2050, greenhouse gas neutrality 
is supposed to be achieved (Bundesministerium für Wirtschaft und Energie, 2021). With its 
comparatively low emission of CO2 equivalents, using hydropower will greatly contribute 
to achieving this goal. 

Another important criterion for comparing different power generation technologies is the 
energy return on energy invested (EROI or ERoEI), which shows the ratio of energy gener-
ated (MJel) over energy used (MJPE) during the entire life cycle of a plant. In a study carried 
out at the ETH Zurich, this was compared in detail for various electricity generation tech-
nologies (see Figure 3-13). The results of this study clearly show the advantage of hydro-
power over conventional electricity production and over other regenerative technologies. 
The EROI of conventional technologies ranges from 3 MJel/MJPE for gas up to 12 MJel/MJPE 
for nuclear power. Of the regenerative energy sources, geothermal energy with an EROI of 
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3 MJel/MJPE is at the lower end of the scale, and the EROI of photovoltaics ranges between 
4 and 8 MJel/MJPE and of wind power between 18 and 20 MJel/MJPE. The results for hydro-
power are significantly higher: for reservoir hydropower, the EROI is 58 MJel/MJPE, and for 
run-of-river hydropower, it even reaches 78 MJel/MJPE. 

 
Figure 3-13: EROI for various power generating technologies (Steffen et al., 2018) 

For generating approx. 300 million kWh/a via run-of-river hydropower plants, with a ratio 
of energy generated to energy required of MJel/MJPE = 78 (see Figure 3-13), approx. 
3.8 million kWh is required per year. Based on a term of 80 years, around 300 GWh is re-
quired to generate 23,760 GWh of electricity. To generate the same amount of electricity 
from photovoltaics, approx. 4,100 GWh is required and from hard coal approx. 3,000 GWh. 
The use of hydropower thus enables electricity to be generated with a comparatively low 
primary energy requirement. 

In conclusion, hydropower is a very advantageous form of electricity generation, both in 
terms of CO2 emissions (and thus climate protection) and EROI. This is one of the reasons 
for hydropower plants being built in many countries around the world, e.g. in South America, 
Asia and Africa. Unlike most other power generation technologies, hydropower is suitable 
for generating baseload and peak power and providing control power for grid stabilisation, 
as described in Section 5.3.2.3. However, hydropower is dependent on specific geographical 
conditions and therefore cannot be expanded at will, which makes the upgrading and mod-
ernisation of existing plants, equipment and regulation strategies very important. 

3.2.3 Direct impacts of the energy system on water resources 

The total WSFquan of the hydropower plants at the Danube is 0.02 m3 kWh-1 with most of it 
associated with the operation phase (Table 3-2). The contributions of the operation phase are 
100% direct and are associated with evaporation losses from the river due to impoundment 

Multi SI PV: multi-crystalline silicone photovoltaics 
PV CdTe: cadmium-telluride photovoltaics 
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areas (for details of the calculation, see Appendix A). This also appears as an on-site hotspot 
of the WSF of the Danube hydropower plants (pink circle around the case study location in 
Figure 3-11). With approximately 3.4 m3 kWh-1, the total WSFqual is significantly higher; 
additionally, most of it can be attributed to the construction phase (Table 3-2). The contri-
butions are 100% remote and will be described further in the next section. 

3.2.4 Indirect impacts of the energy system on water resources 

Apart from the WSFquan of the operation phase, all other contributions to the WSF come 
from the upstream supply chain (Table 3-2) and are therefore associated with indirect im-
pacts. The WSFquan of the construction phase is related to upstream processes that provide 
materials, such as hard coal, steel, lime or iron, and electricity for the upstream supply chain. 
However, it is minimal compared to the WSFquan of the operation phase. In contrast, with 
3.4 m3 kWh-1, the WSFqual of the construction phase is high, compared to the coal-fired 
power plant. This is most likely an effect of the conversion to 1 kWh taking into account the 
energy yield: the annual energy production of the coal-fired power plant over its lifetime is 
significantly greater compared to its construction effort, which is why the environmental 
impact of the construction phase per kWh is lower. Treatment of inert waste in Europe is 
responsible for over 97% of the contribution to WSFqual due to its high aluminium emissions. 
It is part of the upstream chain and only indirectly linked to the case study. To identify the 
relevance of this particular process for the case study and, especially, possibilities for reduc-
ing the high WSFqual, more in-depth analyses are necessary. 

The WSF hotspot analysis identifies exactly this process as hotspot of qualitative water use 
due to the construction of the Danube hydropower plants (Figure 3-14), thus also indicating 
that further analyses are required here. 

Table 3-2: Cumulative LCIA indicator results for case study 2 – run-of-river hydropower at 
the Danube. For further explanations, see the caption of Table 3-1. 

  Construction Operation Total 

  total 
direct 
[%] 

indirect 
[%] total 

direct 
[%] 

indirect 
[%]   

WSFquan 9.64E-04 0 100 1.54E-02 100 0 1.63E-02 
WSFqual 3.42E+00 0 100 1.34E-04 0 100 3.42E+00 
CEDfo 5.36E-02 0 100 2.36E-04 0 100 5.39E-02 
CEDre 3.36E-03 0 100 1.05E+00 100 0 1.06E+00 
EDP 4.33E-04 0 100 5.18E-07 0 100 4.34E-04 
GWP100 1.87E-02 0 100 3.89E-05 0 100 1.87E-02 
RMI 1.04E-01 0 100 2.71E-05 0 100 1.04E-01 
TMR 1.20E-01 0 100 3.45E-05 0 100 1.20E-01 
ECO 3.54E-04 0 100 7.03E-07 0 100 3.55E-04 
HuHe 1.18E-03 0 100 1.75E-06 0 100 1.18E-03 
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Figure 3-14: Hotspot analysis of the indicators WSFquan and WSFqual for case study 2 – 

run-of-river hydropower at the Danube. Further explanations, see the caption of Figure 
3-2. 

3.2.5 Direct and indirect impacts of the energy system on the environment 

Looking at the ESA indicators, only CEDre reveals direct impacts. In this case, the indicator 
does not highlight any environmental impact but summarises the energy from the water that 
is used to generate electricity. If this indicator has no indirect contributions, it is of interest 
if several identical case studies are to be compared in terms of their efficiency. For the con-
struction phase, it is noticeable that the indicator results of GWP100, RMI, TMR, ECO and 
HuHe, all of which are almost exclusively associated with the production of construction 
materials or energy in the upstream supply, are one order of magnitude greater than those of 
the coal plant. This is again due to the effect of conversion to the functional unit of 1 kWh. 
In contrast, the contributions from the operation phase are very small, as the operation of a 
hydropower plant requires very little input. 

The ESA hotspot analysis shows only one hotspot associated with the Danube hydropower 
plants (Figure 3-15a, black circle around location of the case study), which comes from the 
indicator CEDre. As already described, this is not a hotspot of environmental impacts, but 
can be relevant in other comparative analyses. 

As the run-of-river hydropower at the Danube does not require continuous resource inputs, 
the described indicator and hotspot analysis does not show any significant environmental 
impact related to the dam’s operation. Nevertheless, there are severe ecological impacts 
caused by the pure existence of the six dams. These impacts could be recorded and evaluated 
using various indicators, but for comparing the impacts of a barrage with three non-hydro-
power-based forms of energy production, such an evaluation is inadequate. Instead, these 
case study-specific impacts are to be presented verbally and argumentatively and contrasted 
with the identified advantages of hydropower utilisation. 
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Figure 3-15: Hotspot analysis of the ESA indicators for case study 2 – run-of-river hydro-

power at the Danube. Midpoint environmental impacts (CED, EDP, GWP100, RMI, 
TMR, WSF) and endpoint environmental impacts (ECO, HuHe) are shown separately (a 

and b). For further explanations, Figure 3’s caption. The analysis reveals only one hotspot 
(a), directly at the location of the case study. 

The regulation of the Danube river started in the early 19th century and led to a deepening of 
the river by several metres and a drawdown of the ground-water level by up to three metres. 
The construction of dams on both sides of the river and the regulation of the Donau’s tribu-
taries started in 1890. The construction of the barrages regarded in this case study took place 
between 1961 and 1984. It stopped the groundwater drawback but, on the other hand, re-
duced the frequency of natural flooding events. In consequence of the latter, the riparian 
forest ecosystem began to change and species adapted to riparian ecosystems began to be-
come endangered or disappear (Kling Consult, 2012). What is more, there is no doubt that 
the run-of-river hydropower at the Danube did and still does alter the river’s natural flow 
regime and impedes its nutrient and sediment transport (Maavara et al., 2020). Besides, the 
damming leads to an increase in water temperature and thus to a reduction in the water’s 
oxygen level. This not only increases the greenhouse gas emissions from the water (Guérin 
et al., 2006) but also changes the composition of freshwater species. The latter effect is en-
hanced by the fact that dams block movement pathways of fish and other freshwater species. 

As stated above, the regulation of the Danube river started about 150 years before the con-
struction of the barrages. Historical maps show how the riparian landscape dramatically 
changed due to riverbank stabilisation and a shortening of the river by several kilometres. 
As a result, the construction of the six contemplated barrages in the second half of the 20th 
century did not change the landscape as much as the preceding human impacts did. The 
transverse barrages and the turbine housing are visible from along the river and within the 
Danube valley only. In contrast, they cannot be seen from nearby villages and towns. Thus, 
the impact on the landscape can be looked upon as minor and negligible. 
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3.2.6 Design of instruments to address impacts 

3.2.6.1 Outline 

The aim of case study 2 was to set up a simulation tool for analytical investigations concern-
ing the operation and generation of power in a cascade of hydropower plants and create a 
user-friendly tool to be used by the control room staff on site for training purposes.  

Hydrodynamic-numerical models of the individual reaches of the upper Danube hydropower 
plants, including the feedforward controls installed on site, already existed at the Department 
of Hydraulic Engineering and Water Resources Management at the University of Kassel and 
could be combined and complemented by modules for energy production. Like the hydraulic 
state of the river system itself, hydraulic energy production is a highly dynamic process. 
Therefore, it is necessary to link energy calculation approaches, control procedures and nu-
merical methods to provide a comprehensive model of the hydraulic system with a high 
temporal resolution and in detail (Theobald, 1999). 

In the one-dimensional (1D) hydrodynamic numerical (HN) method used in this study, the 
one-dimensional Saint-Venant equations are solved using the finite difference scheme first 
introduced by Preissmann (1961). The programme calculates time-dependent water depths, 
discharge rates and velocities averaged over the wetted area, thus permitting analyses of the 
unsteady flow within the reaches. 

The investigated reach of the upper Danube is described in Section 3.2.1. Its total length of 
approx. 36 km is mapped by cross-sections with a distance of 200 m. As the main parameters 
for determining power generation – discharge and water head – are time-dependent, it is 
necessary to consider these parameters in a high-resolution time grid. They are calculated by 
the HN-method for each time step and used directly for evaluating the generated power. The 
power generation module comprises technical parameters, such as the efficiency of the gen-
erator and transmission as well as hydraulic losses. In accordance with their individual max-
imum discharge, the total discharge is distributed to the turbines and used to determine the 
total generated power of the plant, considering admissions and efficiencies (Rötz, 2013). 
Hydroelectricity is a highly flexible mode of power production. Due to the versatile possible 
operation strategies of hydropower plants, the priority for electricity generation from hydro-
power is not, necessarily, maximising the total output for baseload coverage. This study fo-
cuses on other aspects, such as controlling the timing of power generation in order to cover 
the peaking power demand or stabilise the frequency of the power grid. As this cannot be 
offered by many power generation technologies, it is of particular interest and often remu-
nerated well. The study’s findings on electricity generation are described in Sections 3.2.6.2 
and 3.2.6.3. 

To make the system usable for operators on site and the control room staff, a training simu-
lator was developed jointly by the company KIMA GmbH (KIMA) and the Department of 
Hydraulic Engineering and Water Resources Management at the University of Kassel. It 
consists of the HN model and the original control structures and interfaces implemented by 
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KIMA on software-PLC, plus a newly designed user interface for the overall system (see 
Section 5.3). Attention was paid to maintaining all operating and configuration options of 
the original system both functionally and visually as far as possible. The aim was to offer 
the user a ‘look and feel’ of the real system. Only an additional user interface for the settings 
of the training simulator (such as the choice of inflow hydrograph, time lapse, start/stop, 
etc.) had to be created. 

The intent behind the development of the training simulator is to provide an instruction and 
practice tool for operators of the hydropower plants and thus a training environment for the 
simulation of normal operation as well as hand interventions and incidents. It can be used 
for optimisation as well as for testing and demonstration. Details about the training simulator 
can be found in Section 3.2.6.4. 

3.2.6.2 Increasing electricity production 

To increase the electricity production of run-of-river hydropower plants, an increase in the 
discharge and/or water head (difference between the upper and the lower water level at the 
barrage) is necessary. The latter can primarily be adjusted by raising the headwater level at 
the barrage, which, however, would conflict with the target water level specified in the con-
cession. To evaluate the effect of a (theoretical) change in the target water level on the total 
electricity production, simulations with different head water levels were compared. Addi-
tionally, after an investigation, electricity production with a smoothed discharge (compared 
to the inflow) was found to have a positive effect on the water course in general as well as 
on the wear of the regulators at the downstream plants.  

Figure 3-16 shows an example of this investigation based on a discharge hydrograph rec-
orded in July 2016. The inflow into the first reach, which is the discharge at the barrage of 
Böfinger Halde, is indicated by the black line. For the simulation with feedforward controls 
in operation at all of the barrages, the discharge at the downstream end of the cascade, which 
is at the Faimingen barrage, is marked in blue. For a smoothed discharge scheme, the dis-
charge in Faimingen is indicated by the red line. 

Figure 3-17 shows the total power output for the scenarios described above. The yellow line 
indicates a regular case where the target water level defined in the concessions is maintained. 
The red and green lines indicate the total power output for a permanent increase or decrease 
in the target water level by ∆z = 15 cm respectively. For the smoothed discharge scheme, 
indicated by the blue line, the total power output turns out to be more uniform, while the 
total output over time does not change compared to the total output over time in the normal 
operation mode. On the other hand, a change in the target water level by ∆z = ±15 cm does 
change the total power output: it is increased or decreased by approx. ±1% (when 
Q ൎ 100 m³/s) until by up to approx. ±1.8% (when Q ≈ 210 m³/s, which is the maximum 
discharge of the turbines). 
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Figure 3-16: Inflow and discharge hydrograph 

 

 
Figure 3-17: Total generated power 
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3.2.6.3 Control reserve  

A permanent balance between electricity generation and demand is an important precondi-
tion for the stable and reliable operation of the electrical grid. Differences between feed-in 
and consumption need to be compensated by activating the control reserve with the objective 
of, on the one hand, maintaining the system frequency within a narrow range around its 
target frequency of 50 Hz and, on the other hand, eliminating regional deviations in the bal-
ance from their reference value. For this purpose, different types of control reserve have to 
be deployed, mainly distinguished by their activation time span and their maximum deploy-
ment time (see Figure 3-18). 

In run-of-river hydropower plants, negative control reserve can be provided by shifting dis-
charge from the turbines to the weirs and thus producing less or no energy without causing 
much impact on the water balance. Only the different opening speeds of the turbines and the 
weirs can lead to short-term fluctuations in discharge. However, considering the capacity 
provided, a better alternative would be to temporarily retain this water by allowing the water 
level to rise and then use it for power generation when the natural inflow is lower. Positive 
control reserve can be provided by temporarily increasing the discharge, but this reduces the 
water level in the reservoir and is therefore limited in time. It also affects the water balance 
in the downstream reaches. 

 

 
Figure 3-18: Types of control reserve, time given in minutes, figure taken from 50Hertz 

Transmission GmbH et al. (2020) 

Given the cascade of hydropower plants where the head and end reservoirs can be used for 
storing larger amounts of water, special operating modes can be implemented to temporarily 
alter electricity generation. Two different strategies were examined in the study: simultane-
ous hydropeaking and non-simultaneous hydropeaking. 
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In simultaneous hydropeaking, for a desired increase in power generation, all dams except 
the last one simultaneously increase the discharge, which provokes a simultaneous increase 
in power generation and a decrease in the water level at these plants. The discharge at the 
end reservoir, in contrast, equals the inflow into the first reach of the cascade (possibly in-
creased by the discharge from lateral inflows) and thus compensates for the man-made al-
teration of the hydrograph by allowing the water level to rise. In the case of a desired de-
crease in power generation, the directions are inverted, i.e. the discharges in the first five 
reservoirs decrease and the water levels rise temporarily. In simultaneous hydropeaking, the 
power generation at all plants either increases or decreases simultaneously; thus, the total 
alteration of the generated power of the cascade is fully accomplished within the time inter-
val specified (ramping time). 

In non-simultaneous hydropeaking, only the discharge – and thus the generated power – at 
the head reservoir is manipulated. The subsequent reservoirs react to the change in inflow 
via their controllers and therefore adjust their discharge according to their operational goals, 
which normally means maintaining a constant headwater level. This, of course, also implies 
a change in generated power due to the manipulated discharge upstream, but other than in 
simultaneous hydropeaking, the reaction here depends on the runtime or retention time in 
the reservoirs. Only at the end reservoir, just like in simultaneous hydropeaking, is the man-
ual intervention compensated by letting the water level vary so that the discharge at the end 
reservoir can equal the inflow into the first reach of the cascade (possibly increased by the 
discharge from lateral inflows). 

In non-simultaneous hydropeaking, the time interval for changing the generated power is 
therefore only definable for the first hydropower plant. All subsequent plants react according 
to their particular controller settings. For the cascade on the upper Danube with six hydro-
power plants, this means that the maximum or minimum total change in generated power is 
reached after approx. 35 minutes. 

Figure 3-19 to Figure 3-21 illustrate the power generated through simulations with a constant 
inflow of Q = 170 m³/s and an increase in discharge or later decrease of ∆Q = 20 m³/s within 
30 s for simultaneous and non-simultaneous hydropeaking. Just like in reality, the model 
works with headwater/discharge-controllers (OW/Q-controllers) at all plants, a closed loop 
level control with feedforward of the inflow to the controller output (discharge). 

Figure 3-19 shows a detail of the graph for the generated power where the coloured lines 
mark the generated power at the individual plants and the black line stands for the total 
generated power of the cascade. For simultaneous hydropeaking, as can be seen in the left 
diagram, the entire increase in total generated power occurs in the selected period. In con-
trast, in non-simultaneous hydropeaking, the immediate increase in generated power only 
occurs at the first dam; the following gradual increase in generated power at the subsequent 
plants is a consequence of the increasing discharge and the reactions of local controllers. 
Figure 3-20 shows the graphs of the generated power for the entire duration of the simula-
tion. 
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Figure 3-19: Power generation in simultaneous and non-simultaneous hydropeaking (details) 

 

  
Figure 3-20:Power generation in simultaneous and non-simultaneous hydropeaking 

Figure 3-21 illustrates the water level development in the particular reservoirs for the above 
hydropeaking modes. The blue line shows the result of simultaneous hydropeaking, the red 
line for non-simultaneous hydropeaking. The order of magnitude of the water level devel-
opment is the same in the top and end reservoirs. The deviation from the target value is small 
in the middle reservoirs. In non-simultaneous hydropeaking, it normally recedes completely, 
while in simultaneous hydropeaking, a deviation of a few centimetres remains for the dura-
tion of the altered discharge. 
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Figure 3-21: Water level development in simultaneous and non-simultaneous hydropeaking 

It should be noted that run-of-river hydropower plants can be used to stabilise the frequency 
of the electrical grid through targeted intervention in their electricity generation. Negative 
control reserve, if required, can be achieved without interfering with the water balance by 
discharging water via the weirs instead of the turbines. Alternatively, the excess water (not 
used for power generation) can be retained by temporarily raising the headwater level and 
processing it later, given that there is sufficient capacity in the reservoirs. 

As the abovementioned results for the power generated over time show, all six plants of the 
cascade can be used to provide control power in simultaneous hydropeaking, as opposed to 
only the first one in non-simultaneous hydropeaking. The required tolerance of water level 
deviations is almost the same in both cases; it only differs by a few centimetres in the middle 
barrages. This means that for the investigated cascade of the upper Danube, the tolerance of 
almost identical deviations from the target water levels can provide a higher range of control 
power in simultaneous than in non-simultaneous hydropeaking, including the financial ben-
efits and better exploitation of existing opportunities. 

The results of these studies were presented and discussed with the practice partner LEW. A 
review is still in progress on the extent to which the concepts presented for providing control 
range can be implemented in the operation of the run-of-river hydropower plants. 

3.2.6.4 Training Simulator 

The training simulator reflects the river section of the Upper Danube Power Plants (ODK) 
described in Section 3.2.1 with the existing reservoirs as a simulation model for a model-
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based predictive control. The training simulator aims to realistically map these different con-
gestion positions on an operating platform to achieve optimal solutions for the sometimes 
competing tasks. For the simulations, all parameters relevant to the plant operator are shown 
in abstract form. The control and regulation of the stowage facilities are carried out via pro-
grammable logic controllers (PLC). For the training simulator, these PLCs are used as part 
of the hardware-in-the-loop (HiL) simulation. The user programme is processed like in a real 
controller. The route model of the river chain has been further developed as a hydrodynamic-
numerical (HN) model in MATLAB/Simulink. 

Extensive real inflow profiles of the accumulation chain are available to the operator for free 
selection. In addition, various static synthetic Inflow profiles can be activated for a precise 
analysis. Due to the large time constants in the system, the time can be compressed, stretched 
and paused during the simulation for diagnostic and demonstration purposes. Through man-
ual intervention by the operator, various exceptional situations can be provoked in the sim-
ulation. The consideration of a power plant-internal incident, such as a turbine emergency 
shutdown, clearly shows the interactions between energy generation and water balance con-
trol on the entire storage. This leads to valuable information for not only the design or adap-
tation of a power plant-local controller but also an overarching control concept that encom-
passes barrages. 

Figure 3-22 shows the schematic structure of the training simulator. Water flows from left 
to right from one reservoir to the next. In the uppermost power plant, water flows in as a 
storage chain inflow. Lateral tributaries increase the discharge, here 159 m³/s inflow to 194 
m³/s outflow. The headwater level is given in metres above sea level (m above sea level). 
The local controllers regulate the upper water level and communicate with each other to 
increase the control quality of the water balance control. Level fluctuations are indicated in 
centimetres of deviation from normal congestion. The coordinator links the local controllers 
of the individual river sections with the HN model of the University of Kassel to create a 
simulation model of the river chain. If necessary, the coordinator can be connected to other 
systems via telecontrol protocols. Due to the modular structure, other stowage chains and 
individual stowage positions can be flexibly simulated and displayed in the training simula-
tor. 
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Figure 3-22: Diagrammatic overview of the training simulator with the most relevant meas-

ured values (KIMA Automatisierung GmbH, 2020) 

The discharge of a river is never constant over a year. After the last power station of the 
ODK, Faimingen, is the Dillingen gauge station. According to the Bavarian Hydrological 
Service, the discharge in the Dillingen river section varies from a low water discharge (NQ) 
of 35.2 m³/s, an average discharge (MQ) of 162 m³/s to a high water discharge (HQ) of 1120 
m³/s (Gewässerkundlicher Dienst Bayern – Messwerte Dillingen, 2020). This broad range 
of discharge places great demands on the design of controllers, which must always work 
reliably in these non-linear systems. In the training simulator, the user can select a discharge 
scenario from several predefined real and synthetic inflow profiles. Here, they can freely 
decide which discharge spectrum they would like to simulate; see Figure 3-23. A change in 
the hydrographs is easily possible due to the open and text-based data sources. In addition, 
users can enter their own data, for example, to analyse a real occurrence in more detail using 
a simulation. 
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Figure 3-23: Inflow profiles (KIMA Automatisierung GmbH, 2020) 

In Figure 3-24, the power plant operation is shown with the operating and display elements 
for each power plant. In the upper part of the figure, messages from the individual local 
controllers are shown. Buttons with the current status are shown in the middle and lower 
part. In addition to the various controller releases, malfunctions such as a communication 
failure and a power plant turbine emergency circuit can also be simulated. 

An image of the main section is provided in Figure 3-25. In the header of the figure, various 
messages are displayed; there, various parts of the system can be selected and higher-level 
actions performed. The footer can be used to navigate to the individual pictures of the system 
part. In the upper section of the picture, the most relevant parameters of the training simulator 
are displayed. The inflow variant can be selected on the left, the state of the simulation is 
selected and displayed on the right – for example, the simulation time, the progress of the 
hydrograph and the current time factor are displayed in the image. The connection and sim-
ulation statuses are displayed to the right of this. The level and discharge curves can be 
scaled centrally in the x and y axes. For each power plant, the upper water level is shown 
graphically and as a measured value with the associated parameters. The power plant outflow 
is shown in the middle using the same procedure. In the lower section, the outflows from the 
machines and weirs are shown as measured values for each power plant, and the output of 
the machines is also displayed. 
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Figure 3-24: Superior power plant operation (KIMA 
Automatisierung GmbH, 2020) 

Various messages are displayed in the header, where 
various parts of the system can be selected and higher-
level actions carried out. The footer can be used to 
navigate to the individual pictures of the system part. 
The most relevant parameters of the training simulator 
are displayed in the upper part of the main screen. The 
inflow variant can be selected on the left, the state of 
the simulation is selected and displayed on the right, 
e.g. the simulation time, the progress of the hydro-
graph and the current time factor are displayed. The 
connection and simulation statuses are displayed to the 
right of this. The level and discharge curves can be 
scaled centrally in the x and y axes. For each power 
plant, the headwater levels in the upper area are shown 
graphically and as a measured value with the associ-
ated parameters. The power plant discharge is shown 
in the middle area using the same procedure. In the 
lower section, the outflows from the machines and 

weirs are shown as measured values for each power plant, and the output of the machines is 
also displayed. 

Figure 3-25 shows the simulation of a real flood profile with the six power plants of the 
ODK (river course from left to right). A 34-hour hydrograph was simulated with a time 
factor of 20 running in 100 minutes. Initially, all power plants were in pure machine opera-
tion, i.e. the power plant runoff was discharged only via the machines. In the stored inflow 
hydrograph, the outflow in the chain rose continuously. By increasing the respective power 
plant outflows, the water balance regulators were able to regulate the upper water level in 
the power plant. Due to the steady increase, the automatic controller switched from pure 
machine operation to weir operation and from weir flap to weir segment operation. Here, as 
in reality, the minimum openings in the weir segments were driven. Depending on the power 
plant discharge, the machines, weir flaps and segments were automatically passed through 
different discharge areas, each considering the real specific minimum setting steps and con-
trol thresholds. The levels remain in the required tolerance ranges during the entire flood 
test, which, in this case, shows the correct functioning and parameterisation of the level con-
troller. 
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Figure 3-25: Main image of the training simulator (KIMA Automatisierung GmbH, 2020) 

3.3 Concentrated Solar Power Plant – Noor-I, Draa-Valley, Morocco 

Authors: Julia Terrapon-Pfaff, Peter Viebahn, Sibel Raquel Ersoy, Anna Schomberg 

3.3.1 General overview of the case study 

Especially in the arid areas of the Middle East and North Africa (MENA), water availability 
plays an important role in the expansion planning of industrial-scale solar power plants. Alt-
hough power plants may account for only a very small portion of local water demand, com-
petition for water with other sectors is expected to increase when water resources are insuf-
ficient for meeting local needs. This can lead to conflicts between different users (such as 
communities, farmers, tourism, businesses and utilities). Despite the increasing attention on 
the water–energy nexus, comprehensive studies analysing the interdependencies and poten-
tial conflicts between energy and water at the local level are absent.  

To examine the linkages between water resources and energy technologies at the local level, 

this case study was selected because Morocco is one of the countries most affected by water 
scarcity and, at the same time, it is also one of the most promising countries in North Africa 
for the development of renewable energies and offers excellent conditions for solar and wind 
power plants. Nevertheless, the country’s electricity system is still largely based on conven-
tional energy sources, and the country is more than 95% dependent on energy imports. To 
strengthen the country’s energy security and reduce the financial burden associated with 
energy imports, Morocco is pursuing an ambitious renewable energy expansion strategy: by 
2020, around 42% of the national electricity demand should be met by renewable energies. 
In view of Morocco’s ambitious plans, it is particularly important to identify the potential 
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conflicts and synergies resulting from the expansion of renewable energies in relation to the 
water sector. 

One of the most ambitious renewable energy projects is the solar complex NOORo (Light), 
in Ouarzazate in the Drâa-Tafilalet region in southern Morocco (Figure 3-26). The arid en-
vironment and the high solar radiation provide ideal conditions for the solar complexes with 
a total capacity of around 580 MWp. The complex, which was completed in 2019, consists 
of four power plants, three concentrated solar power (CSP) blocks, of which two are para-
bolic trough systems (NOORo I and II) and one is a solar tower (NOORo III), and a solar 
photovoltaic plant (NOORo IV). Particularly, CSP technologies can require significant 
amounts of water, depending on the cooling technology applied. While NOORo II and III 
were already built with dry cooling technologies, which need only minimal water, NOORo 
I, utilises a wet cooling system with significant water requirements. In addition, water is 
required for cleaning the parabolic mirrors and solar PV panels. In Ouarzazate, this water 
demand is covered by the only available water reservoir in the province, the El Mansour 
Eddahbi Reservoir. This water reservoir is also the source of water for the population and 
local agriculture, which is the main source of income in the province of Ouarzazate. Rather 
than being discharged continuously, water from the reservoir is supplied in larger quantities, 
known as ‘lâchers’, about seven times a year, with varying quantities of water also being 
supplied to the southern downstream oases (Heidecke 2009). However, currently, the water 
demand of the solar power plant is only marginal, with a share of about 0.8% of the reservoir 
water compared to the 96% of the water used for agriculture, 2.2% for the residential sector 
in Ouarzazate and 0.9% for the tourism sector (own calculations based on Heidecke, 2009; 
Busche, 2012; Wuppertal Institute and Germanwatch, 2015; Karmaoui et al., 2016). How-
ever, analyses have shown that the effects of climate change will likely negatively impact 
the water supply in the future (Diekkrüger, 2010, 2012). Presently, Ouarzazate is one of the 
driest regions in Morocco, with water availability of approximately 360 m3 per capita per 
year, which is far below the internationally specified critical limit of 1,000 m3 per capita per 
year. 
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Figure 3-26: Overview of the catchment area of the Middle Drâa Valley (Ersoy et al., 2020) 

Although preliminary analyses of water supply and demand exist, a systematic approach is 
non-existent. While existing climate models provide information on the future availability 
of water in the region and numerous technical developments to reduce the water demand of 
CSP power plants are already being researched, hardly any systematic analyses are available 
so far regarding the future socio-economic developments of the region and the resulting wa-
ter consumption. Furthermore, the indirect impacts of the energy system on water resources 
have not been studied. Addressing these research gaps, the case study investigated how water 
availability and, as a consequence of socio-economic developments, water demand in the 
region will develop in the future against the background of climate change, what indirect 
impacts on water resources stem from the energy system and how strategies could be de-
signed to address negative developments. 

To involve local stakeholders, three workshops were conducted in the case study region in 
April and December 2018 as well as in October 2019. For all three workshops, representa-
tives of local farmers, civil society groups and local and regional administration were invited. 
The objective of the first workshop was to develop socio-economic water demand scenarios 
for the Middle Drâa Valley together with the local stakeholders. The second workshop aimed 
to discuss water conservation measures to avoid critical water demand developments and 
evaluate the measures against selected criteria. The third workshop discussed governance 
strategies for implementing the selected water-saving measures. Figure 3-27 gives an over-
view of the applied methods and the stakeholders’ participation in the different steps. 
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Figure 3-27: Overview of the research approach and stakeholder participation 

3.3.2 Local water demand scenarios 

To identify the key factors that influence future water demand and supply in the Middle Drâa 
Valley, the complex interlinkages between the surface and groundwater systems and the en-
ergy, agricultural, economic and residential sectors were mapped (Figure 3-28). 

Given the complex interrelationships between the agricultural sector and water supply and 
demand shown in the system map, the agricultural sector is one of the key links influencing 
future water demand. Further aspects that are not explicitly shown in the system map but can 
influence the different elements of the system and thus the future water supply and demand 
structures are changes in the political framework conditions and potential infrastructure de-
velopments such as the construction of access roads or further dams. 

 

2. Step: Development of qualitative scenarios

Focus on the potential socio-economic 
developments up to 2030 to determine potential 
future water demand

3. Step: Quantification of future water 
demand based on socio-economic scenarios

Quantification of the qualitative scenario 
narratives and modeling of water demand and 
supply using WEAP as software 

4. Step: Identification and evaluation of water 
conservation measures to avoid critical 
scenario developments

Multi-criteria analysis of water conversation 
measures to identify preferred alternatives 

1. Step: System mapping

Identify key factors that are likely to influence the 
future development of the local water demand 

Research analysis steps: Stakeholder participation:

Validation of  system 
mapping

Participatory development of 
three  scenario narratives

Based on scenario storylines 
developed by stakeholders but no 
direct input

Evaluation of selected criteria by 
local stakeholders

Validation of water conservation 
measures and evaluation criteria

Stakeholder preferences integrated 
in form of 4 criteria weighting sets 

1st Workshop April 2018

2nd Workshop December 2018

5. Step: Identification and evaluation of 
governance strategies suitable to implement 
water conservation measures 

Questionnaires, estimation tasks, ranking 
procedures and observations were utilized to 
generate data about the attitude towards the 
seven introduced strategies 

3rd Workshop October 2019

Evaluation of governance
strategies in regard to suitability, 
knowledge about them and 
applications in the local context
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Figure 3-28: System map of water supply and demand of the Middle Drâa Valley (Terrapon-Pfaff et al., 2021) 
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The most critical factors influencing future water demand, derived from the system map and 
prioritised with the local stakeholders, include the cultivated area, choice of crop types, irri-
gation with groundwater, water quality, population development and tourism sector devel-
opment. By linking the potential development trajectories of these factors, three scenario 
narratives were drafted during the first workshop by local stakeholders: one business-as-
usual scenario (S1: BAU) and two more extreme but possible scenarios describing, on the 
one hand, an economic development scenario that is associated with the overexploitation of 
water resources (S2: Economic growth first) and, on the other hand, development in the 
direction of sustainability (S3: Growing sustainability). The drafted scenario storylines were 
further developed into three consistent narratives underpinned by quantitative details and 
data points for quantifying the future water demand and water supply implications. The wa-
ter demand of these socio-economic scenarios in combination with the water demand of the 
solar power plant NOORo was modelled using the WEAP software (Figure 3-29). 

 

Figure 3-29: Modelling of water demand scenarios for the Middle Drâa Valley (Terrapon-
Pfaff et al., 2021) 

In terms of water supply, the simulation shows a general negative trend due to changes in 
precipitation patterns, discharge reduction, and sedimentation levels in the Mansour Eddahbi 
reservoir. In terms of water demand, Figure 3-29 shows a steady increase up to 2030 for the 
scenarios S1 ‘BAU’ and S2 ‘Economic growth first’. In contrast, S3, ‘Growing sustainabil-
ity’, indicates a decrease in water demand. In considering the water demand in the scenarios 
in relation to the development of water availability, it is clear that the water demand is not 
being met in drought years. However, in the case of S3, water demand can be met in most 
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of the modelled years. The results show that even a transition towards sustainability, as il-
lustrated in S3, cannot prevent water shortages in drought years, but it still offers the possi-
bility of meeting the socio-economic water needs and NOORo power plant demand in most 
years. Although these scenarios and their quantification are based on several assumptions 
and are, therefore, subject to a range of uncertainties, the overall direction of the water de-
mand developments is clear. Despite the apparent long-term inevitability of water scarcity 
in the region, measures should be taken to counteract the critical scenario developments, at 
least partially. 

The developed scenarios illustrate that the development of water supply and demand turns 
out to be the more critical component in the analysed water–energy nexus context. Water 
becomes the limiting factor for the other sectors. In contrast, presently, water use by the 
NOORo solar power plant is not critical. However, it is shown that the power plant itself may 
be affected by water scarcity in the future. 

3.3.3 Direct impacts of the energy system on water resources 

The total WSFquan of the CSP in Morocco is 0.22 m3 kWh-1, with most of it associated with 
the operation phase (Table 3). The contributions from the operation phase are 100% direct 
and are associated with water requirements for cooling purposes and solar panel cleaning 
(details of the calculation see Appendix A). This also appears as an on-site hotspot of the 
WSF of the CSP (black circle around the case study location in Figure 3-30). The total 
WSFqual is approximately 1.3 m3 kWh-1 higher, with most of it being attributable to the con-
struction phase (Table 3-3). The contributions are 100% remote and will be described further 
in the next section. 

3.3.4 Indirect impacts of the energy system on water resources 

Apart from the WSFquan of the operation phase, all other contributions to the WSF come 
from the upstream supply chain (Table 3-3) and are therefore associated with indirect im-
pacts. The WSFquan of the construction phase is predominantly related to upstream processes 
that provide energy carriers, mainly hard coal and lignite, and electricity, mainly from hard 
coal. This indicates a large dependence of the CSP supply chain on fossil energy. At the 
same time, water consumption is high here. Additionally, ammonia production is represented 
here. As the chemical industry’s demand for ammonia is generally high, ammonia produc-
tion is therefore often represented in upstream supply chains. Therefore, this is not a special 
feature of the case study. 

As for the other case studies, the WSFquan of the construction phase is small compared to the 
operation phase. However, although the WSFqual of the construction phase is high, it can be 
neglected for the operation phase. Treatment of hard coal ash in Switzerland and Spain, nat-
ural gas production in the US and treatment of lignite ash in Greece and Germany are re-
sponsible for 53% of the contribution to WSFqual. Keeping in mind those processes without 
a specific location (the so-called ‘global’ or ‘rest-of-world’ ones that have been excluded 
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from the hotspot analyses), the share from such processes that have a connection to coal 
combustion and natural gas production would increase to 81%. This also confirms the supply 
chain’s dependence on fossil energy and highlights the associated high-water consumption. 
To improve the hotspot analysis, a better regionalisation of this upstream chain is desirable. 
Such high impacts associated with processes from the upstream supply that are only indi-
rectly linked to the case studies and can hardly be touched can only be decreased by reducing 
the demand for resources in construction and operation and using raw materials from recy-
cling or reuse. 

Table 3-3: Cumulative LCIA indicator results for case study 3 – concentrated solar power in 
Morocco. For further explanations, see the caption of Table 3-1. 

  Construction Operation Total 

  total 
direct 
[%] 

indirect 
[%] total 

direct 
[%] 

indirect 
[%]   

WSFquan 4.52E-03 0 100 2.16E-01 100 0 2.20E-01 
WSFqual 1.25E+00 0 100 4.31E-02 0 100 1.30E+00 
CEDfo 2.48E-01 0 100 1.35E-01 0 100 3.83E-01 
CEDre 1.27E-02 0 100 4.00E+00 100 0 4.01E+00 
EDP 1.10E-02 0 100 1.02E-04 0 100 1.11E-02 
GWP100 9.98E-02 0 100 2.90E-02 0 100 1.29E-01 
RMI 1.41E-01 0 100 1.24E-02 0 100 1.53E-01 
TMR 1.82E-01 0 100 1.34E-02 0 100 1.95E-01 
ECO 2.39E-03 0 100 5.22E-04 0 100 2.92E-03 
HuHe 4.53E-03 0 100 9.31E-04 0 100 5.46E-03 

 

 
Figure 3-30: Hotspot analysis of the indicators WSFquan and WSFqual for case study 3 – con-

centrated solar power in Morocco. Further explanations, see the caption of Figure 3-2. 

The WSF hotspot analysis identifies the direct water use as hotspot for the WSFquan (Figure 
3-30, black circle around case study location) and Switzerland, Greece, Europe and South 
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Africa as hotspots of the WSFqual (Figure 3-30). The latter is associated with the mining of 
platinum group metals that are needed in the supply chain of the construction phase, while 
the others are related to the treatment processes described above.  

3.3.5 Direct and indirect impacts of the energy system on the environment 

In 2012, a Specific Environmental and Social Impact Assessment (SESIA) was implemented 
by 5 Capitals Environmental & Management Consulting (5 Capitals, 2012a) before the con-
struction of Noor I. This assessment was based on various technical and scientific investiga-
tions offering information on different aspects that need to be dealt with in the ESA for this 
case study. Decisive information has either been considered in the LCIA indicators or is 
complemented as follows. 

In the non-technical summary (5 Capitals 2012b) 5 Capitals pointed out that the biodiversity 
of the occupied land was low and ‘would not be significantly impacted by the development 
of the proposed project.’ Furthermore, no endangered species were encountered. 

Regarding the impact on the landscape, the only anthropogenic elements on-site were ‘a 
small camp for road construction and the tarmac road that is being built to connect the village 
of Tasselmant with the N10 and for site access’. Near the road, there were two widely visible 
telecommunication antennas with a negative impact on the natural character of the land-
scape. In contrast, the site of Noor I is visible only from a short distance of approximately 
5 km along the N10 road and cannot be seen from any village or town due to the landscape’s 
topography. As these populated areas are the most sensitive areas and the natural character 
along the road is already disturbed by the mentioned telecommunication antennas, the over-
all impact of Noor I on the landscape is neutral and negligible. 

Looking at the ESA indicators, only CEDre reveals direct contributions. This corresponds to 
the result for the hydropower plants on the Danube (Section 3.2.5). Here, too, the energy 
input is described, but this time by the sun and not by an environmental impact. For the 
construction phase, the cumulative results of CEDfo, CEDre, EDP, GWP100, RMI and TMR 
are higher than for the coal power plant, while the results of GWP100, RMI and TMR are 
comparable to those of the hydropower plants. The contributions to CEDfo are mainly from 
fossile energy production around the world and to CEDre from forestry and hydropower 
globally. EDP is also associated with forestry and GWP100 with material supply from min-
ing and the chemical industry. Especially in the latter case, however, the upstream chain is 
hardly regionalised, which weakens the informative value of the hotspot analysis. The con-
tributions to RMI and TMR are predominantly from gravel and sand, hard coal and iron ore 
mining as well as potassium chloride production. The supply chains of hard coal and iron 
ore have been regionalized in the course of this project and the impacts can be assigned to 
the countries Australia, Brazil and China. For the other raw materials, no specific location 
can be identified. Regionalization of supply chains assigned to raw materials is an ongoing 
task of the LCA community. The indicator results for ECO and HuHe are smaller and the 
contributions from the construction phase are related to a variety of processes belonging to 
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the chemical industry, material supply and fossil energy production in general. Except for 
CEDfo, the indicator results of the operation phase are throughout smaller. CEDfo, GWP100, 
RMI and TMR are to a large extent associated with natural gas production and similar pro-
cesses in Russia and China, but mostly without knowing the specific location. These pro-
cesses are also the largest contributors to the indicators ECO and HuHe in the operation 
phase, although their overall results are rather small.  

The ESA hotspot analysis shows a multitude of midpoint hotspots (Figure 3-31a), also in 
comparison with the other case studies. Hotspots from natural gas production in the USA 
and Russia, forestry in Germany, solar energy from South Africa, petroleum production in 
the Middle East and hard coal mining in Chinese mines are linked to the construction phase 
of the CSP. The operation phase also holds shares on the hotspots from natural gas produc-
tion in the USA and Russia and is responsible for the on-site hotspot in Morocco due to solar 
energy demand. This is not a hotspot of environmental impacts as pointed out at the begin-
ning of this section. The on-site hotspots in Figure 3-31a (black circle around case study 
location) also comprises shares from the indicator EDP because the CSP occupies large areas 
of land. This is also the reason behind the on-site hotspot in Figure 3-31b from the indicator 
ECO, as both indicators assess land occupation (details see Section 2.2). However, both in-
dicators can only assess the amount of occupied land here and do not include quality aspects. 
As the occupied land type is desert the environmental impact can still be estimated as low 
here. 

 
Figure 3-31: Hotspot analysis of the ESA indicators for case study 3, concentrated solar 

power in Morocco. Midpoint environmental impacts (CED, EDP, GWP100, RMI, TMR 
and WSF) and endpoint environmental impacts (ECO and HuHe) are shown separately (a 

and b). Further explanations, see the caption of Figure 3-2. 

3.3.6 Design of instruments to address impacts 

To illustrate how the most critical developments in the scenarios could be mitigated, water-
saving measures, both in the energy sector and others, were evaluated against a set of sus-
tainability criteria integrating the preferences of local stakeholders. Based on the results, 
governance strategies for implementing these water-saving measures were subsequently 
identified. 
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The objectives of the implementation of water-saving measures are primarily combating wa-
ter scarcity and water stress and protecting surface and groundwater bodies to increase water 
security and enable sustainable agriculture and rural development. To achieve these objec-
tives, as many water-saving measures as possible must be taken to at least partly mitigate 
the expected negative developments described by the scenarios. However, implementing 
these measures requires different stakeholders to become active either by, for example, 
changing their habits, making investments, designing regulations or building capacities. Not 
all water-saving measures are equally effective and feasible, and stakeholders might differ 
in their preferences for certain measures. Accordingly, strategic decisions on water conser-
vation measures require – alongside the consideration of a range of technical, environmental, 
social, and economic issues – considering the stakeholder interests and perspectives. To this 
end, a participatory multi-criteria analysis approach (MCA) was applied. The approach is 
based on the quantitative principles of multi-criteria decision analysis in combination with 
participatory elements, which are integrated into the overall structure of the MCA process. 
To this end, the different water-saving measures (Table 3-4) were evaluated against the set 
of criteria (Table 3-5) by applying different weighting sets representing the attitudes of dif-
ferent stakeholder groups (Table 3-6). 
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Table 3-4: Water-saving measures (Terrapon-Pfaff et al., 2021) 

Category Measure Short description 

Water con-
servation 
measures 

M1 Crop choice Simulates a change in cropping patterns towards less water-intensive 
crops (e.g. arboriculture). 

M2 Irrigation practice Describes the change in irrigation patterns from day-time to night-time 
irrigation, which can reduce the evaporation water loss 

Water 
efficiency 
measures 
  

M3 Irrigation efficiency Assumes an improvement in the irrigation efficiency by applying drip 
irrigation 

M4 Conveyance effi-
ciency 

Covers improvements in conveyance efficiency from current open chan-
nel networks (60% efficiency) to lined channels (80% efficiency) or 
pipes (95% efficiency) 

M5 Precision agriculture Covers the implementation of precision agriculture on a large scale, 
thereby increasing the water efficiency in the agricultural sector from 
the current relatively low levels 

M6 Desalination Aims at the installation of desalination units, as the high salinity of wa-
ter in the Drâa Valley is impeding agricultural production. Desalinated 
water can be used for irrigation to improve water productivity or drink-
ing water quality 

M7 Wastewater treatment Describes the reuse of treated wastewater as an alternative source of irri-
gation and drinking water 

M8 Rainwater harvest Covers the harvest of rainwater for irrigation purposes and as a domestic 
water source 

M9 Water savings in ur-
ban households 

Assumes water savings in the growing urban population, by installing 
water-saving appliances 

M10 Water savings in the 
tourism sector 

Aims to reduce per capita water use by the tourism sector 

Water 
policies 
  

M11 Aligning national wa-
ter & agriculture strat-
egies 

Aims to eliminate inconsistencies or contradictions between the ‘Plan 
Maroc Vert’ and the national water policies. 

M12 Regulatory interven-
tions 

Designates regulatory changes for either legally limiting the cultivation 
of water-intensive crops or providing subsidies for the cultivation of less 
water-intensive crops 

M13 Information campaign This measure aims to increase the information and knowledge on water-
saving technologies to allow users to make informed decisions regard-
ing investments in technologies 

M14 Conservation-oriented 
water prices 

This measure aims at introducing water prices to lower agricultural wa-
ter use 

Technical 
measures 
solar 
power 
plant 

T1 Conversion NOOR 1 
to Wet/Dry Hybrid 

Simulates the introduction of a novel hybrid dry/wet cooling technol-
ogy, which could save up to 80% of water compared to wet-only cool-
ing, without compromising performance 

T2 Reducing cleaning 
water consumption 
NOORo I-IV 

Covers the optimised cleaning schedules and implementation of devices 
that cut water consumption for cleaning 

T3 Maximal reduction of 
water consumption 
cooling and cleaning 

Describes the maximum reduction of water consumption in the solar 
power plant through the application of the latest technological innova-
tions in both cooling and cleaning as well as an additional reduction 
through internal reuse of water 
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Table 3-5: Criteria set (Terrapon-Pfaff et al., 2021) 

Category   Criterion Short description 

Environment C1 Water sav-
ings 

Estimates the amount of water that could potentially be saved (includ-
ing conservation and efficiency measures) by the chosen alternative if 
it were implemented on a large scale. The higher the potential, the more 
preferable the option 

C2 Water 
quality 

Refers to the estimated impact on water quality by the chosen alterna-
tive, i.e. the ability of the option to improve water quality. The higher 
the potential, the more preferable is the option 

C3 Sustaina-
bility of 
water use 

Takes the different sustainability degrees of each alternative into ac-
count. In particular, the alternatives that do not involve groundwater 
overexploitation but favour the use of renewable water resources are 
preferred 

Technology C4 Technical 
and opera-
tional suit-
ability 

Relates to the suitability of the technology or political instrument for 
implementation in the Middle Drâa Valley. The higher the suitability 
(feasibility and viability), the more preferable the option is 

Economic C5 Investment 
cost 

Corresponds to the estimated initial investment for implementing an 
alternative. The lower the cost, the more preferable the option 

C6 Operation 
& mainte-
nance costs 

Captures the ongoing expenses that a measure entails, for example, for 
maintenance. The lower the cost, the more preferable the option 

C7 Economic 
benefit  

Measures the ongoing beneficial effects of the measure, for example, 
through profits from the export of cash crops or money saved through 
less water consumption 

Social C8 Social ac-
ceptance 

Estimates the level of social acceptance and willingness to support the 
chosen alternative and compatibility with traditional practices 

 

 
Table 3-6: Preference weights (Terrapon-Pfaff et al., 2021) 

Criteria  Average  Farmers 
group 

Civil society 
group 

Local admin-
istration  

C1 Water savings 0.16 0.08 0.11   0.34 

C2 Water quality 0.19 0.11 0.15   0.08 

C3 Sustainability of water use 0.12 0.15 0.21   0.03 

C4 Technical and operational suitability 0.11 0.05 0.05   0.21 

C5 Investment cost 0.09 0.34 0.08   0.15 

C6 Operation and maintenance costs 0.10 0.03 0.03   0.11 

C7 Economic benefit  0.12 0.02 0.02   0.05 

C8 Social acceptance 0.12 0.21 0.34   0.02 
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The results of the MCA calculations for this average weighting of preferences across stake-
holders (Figure 3-32) show that the most recommendable alternatives are water conservation 
measure M1, which proposes a change in cropping patterns towards less water-intensive 
crops (e.g. arboriculture), and the efficiency measure M3, which aims at water savings by 
improving irrigation efficiency. Taking a closer look at the criteria scores, it can be seen that 
both alternatives perform particularly well in the environmental criteria categories, including 
contribution to water savings, water quality and the sustainability of water use. However, 
both alternatives do not come off well in terms of the investment costs. In this regard, the 
alternatives ranked third and fourth, M4 (proposing a change in irrigation patterns from day-
time to night-time irrigation) and M2 (focusing on improving the conveyance efficiency by 
changing from currently dominating open earth channels networks to lined channels or 
pipes), perform better. All these measures are directed at the agricultural sector, which is not 
surprising, as this sector uses the majority share of the available water resources. In compar-
ison, the technical alternatives for saving water in the solar power plant NOORo (T1 – T3) 
are the least recommendable, as compared to the other alternatives, these measures do not 
contribute much to water savings and water quality in total and have high investment costs. 
Likewise, the alternatives M8 (harvesting rainwater for irrigation or domestic purposes) and 
M9 (water savings in urban households) received lower scores, mainly because these alter-
natives performed much lower in terms of water savings and water quality improvements 
than the other alternatives. 

 
Figure 3-32: Ranking of water-saving measures (Terrapon-Pfaff et al., 2021) 

In terms of the implementation of the alternatives ranked highest across preference weight-
ings, it is to be noted that the water-saving measure that would save the highest amount of 
water, M1 (changing crop choices), would necessitate major changes in the agricultural prac-
tices and require a longer implementation. Measures that could be implemented more 
quickly but also require significant funds are improvement in irrigation efficiency (M3) and 
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conveyance efficiency (M4). Furthermore, measures that would require changes in tradi-
tional workflows might not be easily adapted by the local communities. And although nu-
merous barriers still exist for the preferred measures for their wide-scale implementation, it 
needs to be noted that the realisation of these measures can only be the starting point. To 
increase resilience towards the expected negative developments described by the scenarios, 
even the water-saving measures that were ranked lowly will need to be considered – but their 
implementation might be more challenging. 

 
Table 3-7: Governance strategies discussed in the water-energy nexus context 

 

Against the backdrop of these multi-layered challenges and governance strategies for im-
plementing the measures, further research and discussions with the local stakeholders on 
governance strategies were conducted. This further research is in line with the call of Hoff 
et al. (2019) that nexus analysis should go beyond mere identification of technical solutions 
and provide accompanying institutional and policy-relevant recommendations. 

During the third workshop in Morocco seven governance strategies (Table 3-7) were dis-
cussed and elaborated together with the local stakeholders (not counting strategy 8 (S8), 
which was treated separately). The strategies were pre-selected based on already existing 
applications and their potentially pragmatic and participatory character. In doing so, the 
workshop followed Hagemann and Kirschke (2017)’s call to implement and adapt already 
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known WEF challenge strategies, to fortify and deepen systemic interdisciplinary govern-
ance research. On the other hand, top-down(-like) policies and strategies, such as those of 
the Green Morocco Plan, were not introduced. However, participants were given several 
opportunities to freely mention, discuss and attribute strategies (and top-down plans) that 
appealed to them. 

The multi-attribute analyses revealed a stakeholder preference for S2 – Benchmarking, S7 – 
Tradition, Including Platform Creation and S1 – Best Practice Guides with regard to the 
strategies’ benefit for sectors and the application of the desired measure. Furthermore, the 
evaluation of governance strategies for the implementation of the selected water-saving 
measures showed that targeted education and information of citizens should be the first step 
towards the introduction of water-saving measures. Furthermore, efficient assistance in the 
implementation of technical solutions on site was defined as a prerequisite. Likewise, it was 
suggested that measures from other regions of the world be combined with traditional work-
ing methods to discover new ways to counteract water scarcity. 

The results of the case study can be used to support decision-making regarding energy and 
water development in the region. 

3.4 Sugarcane Bagasse – Jalles Machado Mill, Rio dos Patos, Brazil 

Authors: Jazmin Campos Zeballos, Liliana Narvaez, Zita Sebesvari, Anna Schomberg 

3.4.1 General overview of the case study 

Rio dos Patos basin is located in Brazil in the Goiás State, in the Alto Tocantins Hydrological 
Management Unit (HMU within the Cerrado Biome, which is characterised by land availa-
bility, flat topography and optimal climatological characteristics for sugarcane growth 
(Figure 3-33). The sugarcane production area has been continuously expanding in the Cer-
rados since the 1990s (Scarpare et al., 2016). According to MapBioma, around 2% of the 
Cerrado Biome is covered by sugarcane (MapBiomas, 2017), representing around 47% of 
Brazil's total sugarcane area (novaCana, 2018). It is also the biome with the highest sugar-
cane expansion rate in Brazil since 2006 (Arruda et al., 2017; Leal et al., 2017; Scarpare et 
al., 2016). 

Figure 3-33 shows the location of the case study. The map was prepared based on 
information retrieved for the administrative areas (GADM, 2018), Cerrado Biome Area 
(Project MapBiomas, 2018), Hydrologic Management Unit (Agência Nacional de Águas 
[ANA], 2007), basin areas (Sistema Estadual de Geoinformação [SIEG], 2004), main rivers 
(FOREST - GIS), and the River Rio dos Patos (ANA, 2013). 
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Figure 3-33: Rio dos Patos case study location 

The basin is covered by irrigated and rainfed sugarcane at 22% and has the potential to ex-
pand both types, irrigated and rainfed sugarcane (see Figure 3-34). 

 
Figure 3-34: Current land use and possible scenario in Rio dos Patos if sugarcane expands to 

all the areas where it can be planted. Own figure based on Mundialis (2020). 
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The regional climate is characterised by a distinct dry and wet season (see Figure 3-35). The 
dry season ranges from April to October. Additionally, the temperature does not fluctuate 
significantly enough during the year to impact sugarcane growth. The data displayed in Fig-
ure 3-35 was retrieved from ANA (2005), Empresa Brasileira de Pesquisa Agropecuária 
(Embrapa) (2018) and Instituto Nacional de Meteorologia (INMET). 

 
Figure 3-35: Average monthly precipitation and temperature in Rio dos Patos 

3.4.2 Energy System 

The energy system is composed of two subsystems: the agricultural and the industrial sub-
system (see Figure 3-36). Starting the description in the agricultural system, sugarcane is 
harvested in the dry season between April and October, and it is when electricity is gener-
ated. Mills are designed to produce ethanol and sugar. Electricity is a by-product. Mills burn 
sugarcane bagasse to generate electricity to cover the electricity demand of the milling pro-
cess. Depending on the efficiency of the process, surplus energy can be generated and sold 
to the national grid. 

For the system analysis, vinasse is a relevant by-product. This potassium-rich liquid is used 
for irrigation and to increase sugarcane crop yield. It is combined with the wastewater of the 
sugarcane processing and applied to the fields. Vinasse-irrigation supports sugarcane growth 
based on its water and nutrient content. Additionally, to the irrigation with vinasse (ferti-
irrigation), sugarcane could be irrigated to cover up to 70% of its water demand (deficit 
irrigation), or irrigated at the beginning of the season to assure sprout (salvage irrigation). 

The agriculture subsystem can be affected by high temperatures, changing precipitation pat-
terns, degrading soil properties, and low water availability for irrigation. The impacts mani-
fest in reduced crop yield and crop quality. Suppose the crop yield is low or the sugarcane 
does not have enough water or sugar content. In that case, further industrialised products and 
by-products will be affected, and, for example, an insufficient amount of vinasse for the 
irrigation of the fields would be produced. 
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The industrial subsystem depends on the water availability for the sugarcane processing and 
the quality and quantity of sugarcane. A crucial part of the milling is the recovery of the 
sugarcane’s water content to use in different mill-based processes. It is also important to 
mention that sugarcane mills can reduce their freshwater demand to 0.5 m3/ton of processed 
sugarcane by recirculating water and using sugarcane water. In that sense, a modern, well-
maintained mill can be a nearly closed system in terms of water use. Freshwater is mainly 
added as i) so-called ‘make-up water’ to replace water lost despite the efforts to keep water 
in the system and ii) to fill up the boilers, which requires higher water quality to avoid cor-
rosion. 

After sugarcane is milled, the dry material (bagasse) is burned to produce steam in boilers 
working at high temperature and pressure. The high-pressure steam is used to produce elec-
tricity in a turbine-generator.  

 
Figure 3-36: Sugarcane bagasse based electricity system (National Interconnected Electricity 

System (SIN in Portuguese)) (Campos Zeballos et al., in preparation) 

3.4.3 Direct impacts of the energy system on water resources 

The case study analysis showed that the processes related to sugarcane production and pro-
cessing are changing the river regime and that it is impacting water quality. As mentioned, 
the region has a very distinct dry and rainy season. Farmers and the mill in the region have 
been building small dams to store water for irrigation and water animals during the dry sea-
son. Figure 3-37 shows the basin areas (SIEG, 2004), main rivers (FOREST - GIS), second-
ary rivers (SIEG, 2006), the River Rio dos Patos (ANA, 2013) and dams (Secretaria de 
Estado de Meio Ambiente e Desenvolvimento Sustentável (SEMAD), 2020). 

The Brazilian law (Lei Federal nº 9.433, de 08/01/97) establishes that dams have to release 
a minimum ecological flow established by the state authority, in our case, the Goiás State 
Regional Government through the Resolution N° 9, Resolution N° 11, and the technical 
manual for granting water licences. In the case of Goiás the allocation flow is settled as 50% 
of the flow that has equalled or surpassed the flow record for 95%of the time (Q95), which 
means that the other 50% is ecological flow (ANA, 2019; Lei Nº 9.433, de 8 de Janeiro de 
1997., 1997; Resolução CONAMA N° 357, 2005; Resolução N° 011, 2007; Resolução N° 
09, 2005; Superintendência de Recursos Hídricos, 2012). During the visits to the case study 
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area, four dams were visited. It could be observed that farmers build many small dams to 
retain water during the rainy season, and for the same reason, measurements of in- and out-
flow are unavailable. The outflow can be regulated to retain more water and release a mini-
mum flow. Dams managed by the mill also present similar characteristics. 

 
Figure 3-37: Dams in the Rio dos Patos basin 

Regarding the water quality, a one-year-long water sampling was carried out by a local la-
boratory called Preserve. The analyses included eleven parameters: Total calcium, biochem-
ical oxygen demand (BOD5), chemical oxygen demand (COD), total magnesium, pH, total 
potassium, total dissolved solids, settleable solids, sulfates, water temperature and environ-
mental temperature. The parameters were chosen in consultation with our partner Embrapa 
due to their relevance to the sugarcane industry and the environmental standards. Despite 
the COVID-19 pandemics, the researchers managed to take monthly samples from 16 points 
in the basin (see Figure 3-38). 

The data showed that water quality parameters were predominantly within values established 
by the National Environment Council (CONAMA) Resolution N°357 for freshwater class 1 
(Resolução CONAMA N°357, 2005). BOD5 values were slightly higher than 3 mg/L during 
the August downstream of the mill and at the mill’s discharge point. In February, the water 
sampled at the mill’s discharge point showed a pH of 5.3, which is lower than the threshold 
established by law. 
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Figure 3-38: Water sampling points. Own preparation based on basin areas (SIEG, 2004), 

secondary rivers (SIEG, 2006) and Rio dos Patos (ANA, 2013). 

For this case study, two LCA models are distinguished: in the first model, bagasse and the 
produced energy are considered as reference products along with sugar, ethanol and yeast 
(reference-product-model). In the second model, bagasse is considered as a waste product 
(waste-model, details see Appendix A). The description of the results in the following chap-
ters will always deal with bagasse as a reference product first and bagasse as a waste product 
second.  

The total WSFquan of burning sugarcane bagasse that is considered a reference product is 2.2 
m3 kWh-1, with almost all of it associated with the operation phase (Table 3-8). Thus, this 
case study has the largest WSFquan of all the case studies examined. The contributions from 
the operation phase are 97% direct and are very predominantly associated with water re-
quirements for irrigation (for details of the calculation, see Appendix A). This also appears 
as an on-site hotspot of the WSF (black circle around the case study location in Figure 3-39). 
The total WSFqual is approximately 7.1 m3 kWh-1 higher, which makes it the highest WSFqual 
of all case studies. Most of it can be attributed to the operation phase (Table 3-8). This is a 
key difference from the other case studies. The contributions are 100% remote and will be 
described further in the next section.  

The total WSFquan of burning sugarcane bagasse that is considered a waste product is signif-
icantly smaller (by 0.009 m3 kWh-1) than that of the reference product model. However, 
similarly, almost all of it is associated with the operation phase (Table 3-9). The contribution 
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of the operation phase is 91% direct and is associated with evaporative water loss from the 
boiler system where the bagasse is burnt (for details of the calculation, see Appendix A). 
However, due to the minimal impacts of the waste model (which does not consider the up-
stream supply, as waste comes burden-free), the hotspot analysis has not revealed the 
hotspots of WSF. The total WSFqual is approximately 0.17 m3 kWh-1 higher, as in all case 
studies. The largest part can be attributed to the operation phase (Table 3-9), as in the refer-
ence product model. The contributions are 100% remote and will be described further in the 
following section. 

3.4.4 Indirect impacts of the energy system on water resources 

For the reference product model, 3% of the WSFquan of the operation phase and all other 
contributions to the WSF come from the upstream supply chain (Table 3-8) and are therefore 
associated with indirect impacts. The WSFquan of the construction phase is linked to hard 
coal, copper and iron ore mining in Chinese, North American, Australian and Peruvian 
mines, where the supply chains of these commodities have been regionalised within the 
WANDEL project. The production of energy carriers and energy are also represented. As 
for the other case studies, the WSFquan of the operation construction phases is large, com-
pared to the construction phase. In contrast to the other case studies, a small share of 3% is 
related to the upstream supply with a multitude of processes contributing each less than 1%. 
It is because the cultivation of biomass is dependent on a constant supply of, for example, 
harvest machinery, fuel or fertiliser, the production of which, in turn, is associated with water 
consumption (for details of LCA models, see Appendix A). The WSFqual of the operation 
phase is higher than that of the construction phase, unlike the other case studies, for the same 
reason: the constant demand for input for the cultivation of sugar cane significantly exceeds 
the construction effort. As for the CSP, the contributions in the operation and construction 
phases come predominantly from the treatment of residuals from coal combustion. 

The WSF hotspot analysis identifies direct water use as a hotspot for the WSFquan (Figure 
3-39, black circle around case study location) and Switzerland, Spain, Greece and Europe as 
hotspots of the WSFqual (Figure 3-39) from waste treatment processes with high aluminium 
emissions. This is because the regionalisation of such processes is good for Europe, but poor 
for the rest of the world. As it is hardly conceivable that corresponding wastes related to the 
case study in Brazil are actually treated only in Europe, further work is needed here to pro-
duce spatially explicit results. 

For the waste-model, 9% of the WSFquan of the operation phase and all other contributions 
to the WSF come from the upstream supply chain (see Table 3-9) and are therefore associ-
ated with indirect impacts. The WSFquan of the construction phase is related to the same 
processes that have been described for the reference product model, but their contributions 
are smaller in absolute terms. As for the other case studies, the WSFquan of the operation 
phase is greater than that of the construction phase. In contrast to the other case studies, a 
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share of 9% is associated with hard coal mining in Chinese mines and a multitude of pro-
cesses that each contribute less than 1%. The operation of the turbines requires input such as 
ammonia or lubricating oil (for details of the LCA models, see Appendix A) that are respon-
sible for remote water consumption. The WSFqual of the operation phase is higher than of the 
construction phase, unlike the other case studies, for the same reason (as with the reference 
product model, see above). Again, the contributions come predominantly from the treatment 
of residuals from coal combustion. No hotspots of the WSF were identified for the waste 
model. 

Table 3-8: Cumulative LCIA indicator results for case study 4 – burning of sugarcane ba-
gasse, when considered as a reference product. For further explanations, see the caption of 

Table 3-1. 

  Construction Operation Total 

  total 
direct 
[%] 

indirect 
[%] total 

direct 
[%] 

indirect 
[%]   

WSFquan 2.95E-05 0 100 2.20E+00 97 3 2.20E+00 
WSFqual 1.09E-02 0 100 7.09E+00 0 100 7.11E+00 
CEDfo 1.73E-03 0 100 1.16E+01 0 100 1.16E+01 
CEDre 8.69E-05 0 100 7.84E+00 98 2 7.84E+00 
EDP 2.86E-05 0 100 6.09E-01 91 9 6.09E-01 
GWP100 4.60E-04 0 100 3.32E+00 15 85 3.32E+00 
RMI 1.30E-03 0 100 1.70E+00 0 100 1.70E+00 
TMR 1.71E-03 0 100 2.17E+00 0 100 2.17E+00 
ECO 1.20E-05 2 98 2.63E-01 82 18 2.63E-01 
HuHe 4.37E-05 0 100 1.28E-01 27 73 1.28E-01 

 

Table 3-9: Cumulative LCIA indicator results for case study 4 – burning of sugarcane ba-
gasse, when considered as waste. For further explanations, see the caption of Table 3-1. 

  Construction Operation Total 

  total 
direct 
[%] 

indirect 
[%] total 

direct 
[%] 

indirect 
[%]   

WSFquan 2.89E-05 0 100 8.98E-03 91 9 9.01E-03 
WSFqual 1.06E-02 0 100 1.59E-01 0 100 1.70E-01 
CEDfo 1.70E-03 0 100 4.26E-02 0 100 4.43E-02 
CEDre 8.45E-05 0 100 1.34E-02 0 100 1.35E-02 
EDP 2.77E-05 0 100 7.45E-03 0 100 7.48E-03 
GWP100 4.47E-04 0 100 5.07E-02 78 22 5.11E-02 
RMI 1.22E-03 0 100 4.92E-02 0 100 5.04E-02 
TMR 1.62E-03 0 100 5.73E-02 0 100 5.89E-02 
ECO 1.15E-05 2 98 1.46E-03 59 41 1.48E-03 
HuHe 4.27E-05 0 100 n.a.       
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Figure 3-39: Hotspot analysis of the indicators WSFquan and WSFqual for case study 4 – burn-

ing of sugarcane bagasse, when considered as reference product. Further explanations, see 
the caption of Figure 3-2. 

3.4.5 Direct and indirect impacts of the energy system on the environment 

To assess the impact of the Jalles Machado Mill on the landscape, it is unnecessary to dif-
ferentiate the reference product model from the waste model. This is because many parts of 
the buildings and technical installations are looked at for both approaches and do have a 
group effect on the landscape. As Jalles Machado Mill is located next to the GO-080 road 
about 17 km northeast of Goianésia and the next settlement is located more than 2 km north-
east of the site, it is not visible from these populated places. Therefore, the Jalles Machado 
Mill has an insignificant impact on the landscape. 

However, in this context, it is important to highlight that the large-scale plantation of sugar 
cane around the mill changes the landscape severely. This is not considered as an on-site 
impact, but rather, regarding the LCA terms, as a remote impact along the supply chain lo-
cated in the Rio dos Patos basin. Following the described ESA method, such impacts are 
identified and analysed using indicators, which is impossible in this case because there is no 
indicator capable of illustrating the impacts of visibility. 

Looking at the ESA indicators of the reference product model, several indicators reveal di-
rect contributions, especially in the operation phase, reaching from 2% to 82%. This con-
firms the finding of Section 3.4.4 that biomass cultivation is associated with significantly 
more direct environmental impacts than the other case studies. For the CEDre, again, only 
the energy content of the biomass is considered on-site; energy requirements in connection 
with the production of this type of biomass are reflected elsewhere. Furthermore, the abso-
lute indicator results are the largest in this comparative study, which raises suspicions that 
biomass considered as a reference product is responsible for relatively high environmental 
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impacts. Remote contributions are relevant for the indicators CEDfo, GWP100, RMI, TMR 
and HuHe. The contributions to the CEDfo are mainly from fossil energy production all 
around the world, with the largest share being petroleum production. GWP100 and HuHe 
are linked to the burning of diesel in building and agricultural machinery, while RMI and 
TMR are associated with processes that are already well known from the results of the other 
case studies: petroleum and gas production as well as gravel and sand quarrying, with smaller 
contributions from iron ore and hard coal mining. Phosphate rock beneficiation in Chinese 
mines accounts for only 2%, but it is important here, as its supply chain has been regionalised 
in the course of the WANDEL project to account for phosphate rock as an important raw 
material for fertiliser. It again shows that the regionalisation of upstream chains of required 
inputs is useful in terms of comprehensive analyses. Impacts from the construction phase 
can be neglected when compared to the operation phase. 

The ESA hotspot analysis shows the most midpoint hotspots (Figure 3-40a) of all case stud-
ies. All the hotspots are linked to the operation phase. Contributions of the sugarcane culti-
vation to the indicators CEDre, EDP and GWP100 (Figure 3-40a) as well as ECO and HuHe 
(Figure 3-40b) create on-site hotspots at the location of the case study. When it comes to 
remote hotspots, petroleum production in Canada, Africa, Middle East and Russia are re-
sponsible for hotspots of the indicator CEDfo, while all the other hotspots come from differ-
ent mining and refining activities as contributions to the RMI and TMR. 

Looking at the ESA indicators of the waste model, the GWP100 and ECO reveal direct con-
tributions from the operation phase that are 78% and 59% higher than the remote shares. 
Both are associated with the process of electricity generation itself. All other contributions 
are at least 98% remote.  

Forestry at unspecific locations provides the greatest contributions to the CEDre of the con-
struction and operation phases, which is also visible in the results of the indicator EDP. 
However, the greatest contribution to the EDP in the construction phase comes from the 
construction of the turbine at an unspecified location, which is also the greatest contribution 
to the ECO. Processes that contribute to the GWP100, RMI, TMR and HuHe are already 
well known from the evaluation of the other case studies so that no new information arises 
specifically for the waste model. As for the reference product model, all the indicator results 
are higher for the operation phase, although the bagasse is provided burden free, if consid-
ered as a waste product. As the share of electricity generation in the sugar mill infrastructure, 
which was considered for construction in addition to the infrastructure for combustion itself 
(boilers, turbines, etc.), is only estimated and may be higher in reality, it is possible that the 
construction phase has been underestimated. However, a clear separation of the different 
parts of the plant is hardly possible. In comparison to the other case studies, the burning of 
bagasse, when considered a waste product, achieves similar indicator results as the coal-fired 
power plant for the construction phase and as the CSP for the operation phase. 

The ESA hotspot analysis shows on-site hotspots related to the EDP (Figure 3-41a) and ECO 
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(Figure 3-41b), both from the sugarcane production process. The hotspot in Canada is asso-
ciated with forestry and the one in Switzerland with gravel and sand quarrying. Most likely, 
both result from a poor regionalisation of such processes for Latin America. As timber, 
gravel and sand are also available there, they are probably not truly delivered from Canada 
and Switzerland. 

 
Figure 3-40: Hotspot analysis of the ESA indicators for case study 4 – burning of sugarcane 

bagasse, when considered as reference product. Midpoint environmental impacts (CED, 
EDP, GWP100, RMI, TMR and WSF) and endpoint environmental impacts (ECO and 

HuHe) are shown separately (a and b). Further explanations, see the caption of Figure 3-2. 

 
Figure 3-41: Hotspot analysis of the ESA indicators for case study 4, burning of sugarcane 

bagasse, when considered as a waste product. Midpoint environmental impacts (CED, 
EDP, GWP100, RMI, TMR and WSF) and endpoint environmental impacts (ECO and 

HuHe) are shown separately (a and b). Further explanations, see the caption of Figure 3-2. 

3.4.6 Design of instruments to address impacts 

During the project, a series of semi-structured expert interviews regarding the federal and 
Goiás state legal systems and water resources administrations were produced. The semi-
structured methodology prescribes aim-based questions but guarantees enough degree of 
freedom for the interviewee to mention their own experiences and opinions that might not 
directly answer a question but delivers valuable insight and content (Adam, 2015). It is im-
portant to stress that the anonymity of the interviews and the diverse background of the ex-
perts (NGOs, governance, science and economy) guaranteed a vast, deep and pluralistic in-
sight into the Brazilian and the Goiás’s efficient execution of legal systems and administra-
tion, which led to the subsequent insights and recommendation of the instruments for ad-
dressing the identified impacts. 
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Next to the expert interviews, research on scientific and media publications and official data 
from Brazilian federal and state governments were utilised to survey the administrative and 
jurisdictional situation of governance in the state of Goiás, the Federal District and, wherever 
possible, the research areas of the basins. To evaluate the situation in Goiás, the other states 
of Brazil were used as a basis of comparison, particularly Minas Gerais, the neighbouring 
state. Moreover, literature produced by the OECD on Water Resources Governance in Brazil 
(Organisation for Economic Co-operation and Development [OECD], 2015), reports pro-
duced by several ministries of Brazil, as the Brazilian Energetic Review by the Ministry of 
Mines and Energy (Resenha Energética Brasileira in Portuguese), the Hydric Resources 
Conjuncture and the Legacy Project documents from ANA (ANA, 2017), were consulted. 
There are clear deficiencies in the water governance in Goiás, demonstrated by the conflicts 
occurring in the region, the constant changes in the local state administration of water re-
sources, and the presence of areas not covered by the basin committees (Camporez, 2020; 
Félix, 2018; Magrineli, 2020) To a highly important degree, the Goiás’ state governance 
factors are impacted by Brazil’s federal law and administration. A determining factor of the 
country’s water governance is Brazil’s size. Internal differences exist among not only users 
but also states (Félix, 2018, 2020), where different regions and states have completely dif-
ferent climates, economies, populations and sizes. The Centre-West of Brazil (which in-
cludes Goiás) does not have a long tradition of undertaking development in water govern-
ance and management due to its lack of conflict over water and pressure from the agricultural 
sector, the most significant economic sector of the region (Magrineli, 2020). The inherent 
federal urge for uniformity in the legal system in applying laws is thus not realistic at present. 

Nonetheless, Brazil has settled on the decentralisation of water resources management, given 
that the rivers can be in the jurisdiction of the state or the federal government. Based on the 
course of the river, the jurisdiction falls under one of these spheres: if the river flow within 
the state boundaries, it falls under the state jurisdiction, and if the river flows across two 
states or borders two states or another country, it is under federal jurisdiction. Despite being 
praised on many levels, such a choice for decentralisation creates challenges and has re-
ceived criticism, e.g. for not taking into consideration the municipalities involved in the wa-
tercourses (de Oliveira Domingues, 2018; Lima, 2018). The Water Law in Brazil is recent, 
dating from 1997, and the Brazilian National Water Agency (ANA) is from 2000. Since that 
period, although the state laws and committees have been gradually incorporated state organs 
into the current framework, many states have been extremely unstable, shifting according to 
the governor’s interest (Félix, 2018, 2020). Both the laws as well as the apparatuses, federal 
and state, need time to mature and become efficient and gain space among other public or-
gans, something strongly undermined by the inconstancy that marks water governance in 
Brazil (Magrineli, 2020). 

Moreover, another challenge in Brazil is the lack of implementation of laws. This affects 
another key aspect of water governance in Brazil, which is access to data from other gov-
ernment sources. While all public data should be freely accessible in Brazil, the ANA still 
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faces difficulties in accessing data necessary for effective water governance (Freitas, 2018; 
Lima, 2018). That reflects a common difficulty of water management organs, federal or state, 
in dealing with other organs (Félix, 2018; Freitas, 2018). The lack of maturity in governance 
was conspicuous in Goiás due to the constant changes in the state management of the water 
resources. During this project, the secretariat had a significant staff change and even the 
name of the secretariat changed. In comparison to the state of Minas Gerais that has three 
different websites on different water governance tools, Goiás’s water management secretar-
iat is fused with the Environment and Sustainable Development secretariats. Goiás has a 
large area that is not inside any basin committee (among them the research area), and even 
areas within the scope of a basin committee have problematic conflicts because of water, 
such as the region around the lake of the Batalha power plant (Camporez, 2020; Félix, 2018). 
To a considerable extent, Goiás has deficiencies common to the rest of Brazil, such as the 
absence of a mature governance system, the lack of municipality involvement, and a culture 
that seeks more water instead of using water more efficiently. 

Based on interviews and research on water management in Brazil, the following points were 
considered for an improvement in the use and management of this resource in Goiás: 

- Greater involvement with the ANA’s Progestão and Procomitê, particularly in the 
Procomitê, to bring more equality to the different water users of the Committees. 

- Greater involvement of municipalities in state water management. 
- Partnership with the MG system for water management and an evaluation of this 

management. 
- Creation of a website dedicated exclusively to water management. 
- Development of programmes to encourage more efficient use of water for irrigation 

that avoids waste and stimulates reuse while encompassing smaller producers. 
- Creation of water governance tools in regions with no basin committees. 

 
Particularly important structures are Committees, which theoretically are quite strong and 
democratic. Government participation is limited to 40%, including the three spheres of gov-
ernment. The region’s water users have 60% of the votes of the Committee, divided among 
energy producers, farmers of different sizes, and civil society through NGOs. The Commit-
tees are councils that recommend the policies to be followed in the basin over which they 
govern, counting on a way of self-financing that guarantees greater independence. This sys-
tem guarantees equality among users and prevents the ‘big ones’ from overtaking the ‘small 
ones’, as the groups are organised, thus leading to a consensus on the guidelines for the use 
of the basin and water resources. It is a promising and democratic tool but faces limitations 
with significant internal cleavages, where, many times, we have impoverished farmers de-
liberating with highly educated engineers of the robust electric sector or big farming con-
glomerates. This holds especially for areas in the sparsely settled area of the Centre-West 
(and thus Goiás). 

Today the ANA has Progestão e Procomitê, programmes that seek to address this difference 
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at the federal and state levels of water resources management and resolve the internal differ-
ence between committee participants. Projects such as Progestão and Procomitê should be 
maintained and strengthened, causing non-participating states and basins in Goiás to enter 
the projects. A change in management is not possible without the will of society and local 
government thus, the ANA must foster discussion and partnerships with state governments 
and assist in restructuring agencies and seeking ways to maintain a state water office in each 
state. QUALIÁGUA was a project created to disseminate surface water quality data in Bra-
zil, standardise water quality criteria and methods and strengthen the states’ water govern-
ance structure to improve the water monitoring and generate more open-source data (ANA, 
n.d). A project such as QUALIÁGUA can be used to disseminate data in a way that creates 
discomfort for states that perform worse, thus inducing in them a willingness to adapt to the 
established goals. To do so, the program must evolve to become more visible and efficiently 
implement the National Water Quality Monitoring Network. 

3.5 Lessons Learned from the Case Studies 

Authors: Jazmin Campos Zeballos, Swantje Dettmann, Sarah Dickel, Sibel Raquel Ersoy, 
Liliana Narvaez, Zita Sebesvari, Anna Schomberg, Julia Terrapon-Pfaff, Stephan Theobald, 
Peter Viebahn, Tobias Vogtmann, 

3.5.1 Case study 1 – Weser drainage basin, Germany 

Reservoirs create a balance between time-varying water supply and water demand by tem-
porarily storing the inflowing water. From the respective catchment area, water is usually 
stored during winter months, characterized by high levels of precipitation, and, according to 
management objectives, is being released during the drier summer months. For the Eder 
reservoir, storage is mainly used to maintain minimum flow in certain river sections located 
downstream and for withdrawal of water in order to keep the Oberweser navigable. The 
simulation and optimization model that was developed in the process of the project, provides 
a versatile tool that meets these operational aims. It ensures analysis and optimization of 
water use on the Oberweser through simulation and optimization runs for various manage-
ment cases. This allows the identification of measures for an adaptive management of the 
available water resources. In the case of optimizations with short-term requirements, such as 
the availability of a certain discharge for navigation support, the tool ensures the supply of 
the appropriate amount of water from both reservoirs at the time required, which in turn 
enables the required discharge to be achieved with a minimum of water resources used. The 
use of the water supply is thus optimized with all boundary conditions considered. 

For the scenario with raised low flow, it turned out that a long-term water supply is hardly 
practicable in the event of persistent droughts. If the temporarily stored water mass is ex-
hausted, no further raise of low or maintained shipping levels can be achieved.  

With regards to climate change, distinctive periods of low water conditions can be expected, 
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due to a decline in mean precipitation in summer, especially on the Werra and Oberweser. 
This intensifies the problem of temporal distribution of the water supply over the course of 
the year, further emphasizing the importance of storage use. The Eder reservoir is already 
heavily used throughout the year, it reaches its full storage in April and is often depleted to 
10% fill level in August or September. Modifying the management objectives, such as the 
minimum discharge at a certain level in the system, can help to reduce the discharge and 
save water for the needs of short-term management objectives. 

3.5.2 Case study 2 – Cascade of six hydropower plants on River Danube, Germany 

Hydropower is a versatile and widely used, renewable power generation technology. It can 
be used to cover base load needs as well as to generate peak or control reserve energy. Since 
its life cycle assessment results are superior to those of all other forms of electricity genera-
tion in terms of greenhouse gas emissions and EROI, its effective use is of particular im-
portance. 

The simulations show that an increase in the target water level of the upper Danube reser-
voirs by ∆z = 15 cm could increase the electricity production by 1 - 1.8% (depending on the 
discharge). However, this result is to be regarded as hardly feasible, as it would require a 
modification of legal concessions of water abstractions. A potential need for physical mod-
ifications of the plant was not investigated further. 

Smoothing the discharge (by allowing a tolerance range for the water level) also smoothes 
the electricity generation of the cascade, but does not affect its total amount. It is nonetheless 
very beneficial for the downstream plants, as it considerably reduces the wear caused by 
continuous movements of the regulators. According to these findings, it is highly recom-
mended to implement an overarching control system in cascades of hydropower plants for 
continuous smoothing of discharge fluctuations. 

The investigations on specific operation strategies that target a temporary increase or de-
crease of electricity production showed that a cascade of hydropower plants is well suited to 
provide control reserve. Two different strategies were investigated. In simultaneous hy-
dropeaking the discharges are manually altered at all of the hydropower plants, whereas in 
non-simultaneous hydropeaking only the discharges of the first and the last hydropower 
plant are altered. While the water level tolerances required for the two strategies hardly dif-
fer, the marketable control reserve is significantly higher in simultaneous hydropeaking 
since the activation time can be specified at all reservoirs, a prerequisite for control reserve, 
whereas in non-simultaneous hydropeaking this is only true for the first reservoir. 

3.5.3 Case study 3 – concentrated solar power plant – Noor-I, Draa-Valley, Morocco 

With regards to the methodological challenges of operationalizing the WEF nexus at local 
level, the participatory approach and the application of both quantitative and qualitative 
methods allowed a comprehensive analysis, considering both the resource and human di-
mensions of the nexus as called for by Albrecht et al. (2018). 
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The developed scenarios illustrate that the development of water supply and demand turns 
out to be the more critical component in the analyzed water-energy nexus setting. Water 
becomes the limiting factor for all other sectors. In contrast, water use for energy is not at 
critical levels to date. However, modeling of water availability and demand in the region 
shows that the power plant itself may be impacted by water scarcity in the future. 

The scenarios developed together with local stakeholders show that even with major changes 
towards sustainable water use in the Middle Drâa Valley, the energy and agriculture sector 
and hence the local livelihoods will most likely be negatively impacted by the diminishing 
water supply. 

During the discussion with local stakeholders, it became clear that for the implementation of 
water saving measures, targeted education and information of citizens, assistance in the im-
plementation of technical solutions and the inclusion of traditional working methods were 
seen as prerequisites. The results of the case study can be used to support decision-making 
for energy and water development in the region. 

3.5.4 Case study 4 – sugarcane bagasse – Jalles Machado Mill, Rio dos Patos, Brazil 

The drought risk assessment results of Rio dos Patos basin showed the importance of the 
protection of key areas (for example riparian areas) to reduce drought risk and drought im-
pacts as well as the need for a platform to monitor the protected areas in order reduce the 
overall risk. Protected areas reduce the vulnerability of the region to water related hazards, 
while the monitoring in-creases the awareness of farmers for the importance of these areas. 

Access to weather forecast and information about soil moisture was found important to re-
duce the drought risk of sugarcane production; however, an early warning is still missing in 
the sector and it contributes to the vulnerability of the system. 

Farmers, mill managers, and researchers are aware of the impacts of climate change and 
drought events. Farmers are willing to provide monetary contribution or land to build small 
dams and water storage for the dry season and they believe that these are a crucial adaptation 
mechanism of the sugarcane system to climate change and drought events. 

Brazil recognized the need to adapt the energy sector to climate change in its National Ad-
aptation Plan. However, there is still a need to bridge science with policy. Research has been 
key to reduce irrigation requirements in sugarcane plantations and to improve the mills water 
use and electricity generation. During the visit to different institutions, it was clear that the 
research lines and actions were mostly planned without agreement with other institutions 
and some were not aware of the research undergoing in the sector. This is mainly driven by 
the constant change of regional government authorities. Regular meetings between re-
searches, farmes and mill managers with governmental authorities will help to create a better 
path to adapt the energy matrix to climate change and to improve the electricity generation 
based on sugarcane. 
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3.5.5 General findings from the analyses of environmental impacts and comparison 
of the four case studies 

Some general statements can be derived from the analysis of environmental impacts for the 
four case studies:  

1. Regionalization of global supply chains of the chemical industry, gravel and sand 
quarrying, natural gas production and forestry is absolutely necessary to better assign 
environmental impacts to their most likely location. Especially in the case of water, 
this is crucial to identify hotspots. 

2. From the distribution of on-site and remote impacts, some general findings can be 
derived: apart from a few exceptions, the impacts of the construction phase are 100% 
remote (see also 4.), while the operation phases of coal and bagasse combustion also 
have on-site impacts. Furthermore, the quantitative Water Scarcity Footprint (WSF) 
of the operation phase is, except for the coal-fired power plant, always greater than 
90% on-site, indicating that in such cases measures for optimization can be made on-
site. The qualitative WSF never has on-site shares, as no on-site aluminium emissions 
are associated with the examined case studies. 

3. High impacts associated with processes from the upstream supply that are only indi-
rectly linked to the case studies can hardly be evaluated at the analytical level, and 
certainly not through measures that start from the case studies (e.g., high water de-
mand for fossil energy carriers and energy production in the supply chain of CSP). 
This is more a problem of global supply chains. Reduction of resource demand for 
construction and operation of the case studies or supply from reuse and recycling is 
currently the only possibility to reduce such impacts. 

Regarding water use in particular, the analyses of the WSF gained the following insights:  

1. 1. Bagasse, if considered as a reference product, has the highest quantitative WSF 
(regarding the importance of the reference-product-model see also below), followed 
by the CSP, hydropower, the coal-fired power plant and bagasse which was consid-
ered as a waste product. Hence, the water requirement for renewable electricity gen-
eration may well exceed that for fossil electricity generation. However, the locations 
of the case studies influence this result, due to the regional assessment of the water 
demand (e.g., Morocco), as well as data uncertainties (e. g. hydropower, details see 
also Appendix A). For the global energy transition this implies that spatially explicit 
studies should always be carried out for energy generation plants and options to re-
duce water demand should always be the subject of the planning phase. 

2. This result also shows that water footprint alone cannot answer the question of over-
all sustainability. It is to be expected that coal-fired power is associated with signif-
icantly higher environmental impacts than concentrated solar power or hydropower, 
if one disregards the water requirement. Other environmental impacts should thus 
always be considered. This highlights the importance of the ESA developed in the 
WANDEL project. 
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3. The qualitative WSF, which is most often associated with the treatment of residuals 
from coal combustion and inert waste, is less suitable for international comparative 
studies, as the regionalization of these processes is not available outside of Europe. 
In future studies, regionalization needs to be advanced and substances other than 
aluminum need to be considered to increase the usability of this promising tool. 

Moreover, some conclusions for the case studies can be drawn from the analyses of the en-
vironmental impacts:  

1. Apart from its other environmental impacts, coal-fired electricity has a high fossil 
energy demand due to the energy dependence of coal mining and related processes, 
which exceeds the yield significantly. This is another hint that a shift away from 
fossil fuels should be accelerated.  

2. Small, decentralized forms of hydropower also have environmental impacts. The 
case study at the Danube revealed a high WSFquan. Even if the data is associated with 
high uncertainties (see Appendix 1), the possible effects should not be ignored in 
advance, but rather examined and validated in detail for any hydropower case study.” 
The same is true for the impacts on aquatic ecosystems. 

3. The CSP is responsible for high impacts related to the construction phase. As already 
pointed out before, measures to reduce the raw material requirements as well as op-
tions to promote supply from reuse or recycling should already be evaluated during 
the planning phase to reduce environmental impacts. 

Biomass is only conditionally suitable for sustainable electricity generation. It is important 
to emphasize here, that our associated partner in Brazil explicitly uses bagasse as waste. 
However, through the comparison with the reference-product-model the transferability of 
this study increases in an international context. It leads to the clear statement that biomass 
for electricity production is only environmentally friendly if waste biomass is used. If bio-
mass is explicitly produced for the purpose of electricity generation, the environmental im-
pacts even surpass the impacts from coal combustions by far. Furthermore, the burning of 
biomass is related to additional on-site impacts as compared to the combustion of coal. At 
this point, it is necessary to investigate whether these impacts can be further reduced with 
modern technologies and to what extent non-use of the waste biomass produced is also as-
sociated with environmental impacts. 
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4 Global Scenario Analysis 

4.1 Meta-Study on Energy Scenarios 

Authors: Julia Terrapon-Pfaff, Peter Viebahn, Sibel Raquel Ersoy 

Water and energy are of central importance for sustainable development globally and in 
Germany. At the same time, there are many links between water and energy supply, so that 
developments and decisions in one sector can have a direct or indirect impact on the other. 
Especially in view of the restructuring of the global energy supply, possible trade-offs and 
synergies between water resources and energy production should be investigated on a global 
and regional level. 

The energy sector today accounts for about 10% to 15% of global freshwater withdrawal, 
and for about 3% of total water consumption (OECD/IEA, 2016; IRENA, 2015). Most water 
in the energy sector is used for generating electricity (about 88%), especially for cooling 
processes in thermal power plants (thermal power plants account for about 70% of today’s 
global installed power plant capacity (OECD/IEA, 2016)). At the same time the demand for 
electricity is expected to increase significantly due to population growth and economic de-
velopment in emerging and developing economies, growing demand is also driven by elec-
trification strategies pursued by industrialized countries to decarbonize their economies 
(Bauer et al., 2017). With the global demand for electricity expected to increase significantly 
in the coming decades also the water demand in the power sector is expected to rise. How-
ever, due to the on-going global energy transition, the future structure of the power supply – 
and hence future water demand for power generation – is subject to high levels of uncertainty 
because the volume of water required for electricity generation varies significantly depend-
ing on both the generation technology and cooling system. And even assuming rapid decar-
bonization of the energy sector, the development of future water demand for electricity gen-
eration remains unclear because different renewable energy and climate protection technol-
ogies also have very different water use intensities (Jin et al., 2019). 

In light of these challenges the objective of this analysis is to provide more systematic and 
robust answers in terms of the impacts of different decarbonization strategies in the electric-
ity sector on water demand at global and regional level. The focus is on operational water 
use for electricity generation. The first step was to determine in which countries or regions 
the technologies in question are already widespread or where they are to be expanded in the 
future. To this end, a meta-analysis of existing long-term energy scenarios was conducted. 
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The time horizon was set to 2040 based on the data availability in the analyzed energy sce-
narios. In a second step, demand-side water scenarios are created by coupling the determined 
installed capacity of the technologies under consideration with their water consumption, so 
that the water consumption per year and region can be represented. To do so a set of future 
scenarios was designed by combining decision options in two technological fields: a) types 
of electricity generation technologies; and b) types of cooling technologies. In the third step, 
the water withdrawal and consumption levels of the different technological pathways are 
calculated for each region up to 2040, resulting in water demand scenarios for different elec-
tricity futures and making it possible to identify the most water-efficient transition pathways 
for the electricity sector. 

4.1.1 Research approach 

The water demand for electricity generation depends mainly on three key parameters: (a) the 
mix of energy sources and type of generation technologies applied; (b) the type of cooling 
technology deployed at thermal power plants; and (c) the water use intensity in form of spe-
cific water withdrawal and consumption levels for each combination of electricity generation 
technology and cooling technology. To determine the future water requirements of the power 
sector, these three parameters are first assessed individually and then combined to estimate 
the water demand of the electricity sector according to different given future energy scenar-
ios. The approach is summarized in Figure 4-1. 

 
Figure 4-1:  Overview of methodology applied to estimate water demand for different 

electricity generation pathways (Terrapon-Pfaff et al., 2020). 
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4.1.2 Meta-analysis global energy scenario studies 

As a result of the comparative literature review, one reference scenario (IEA CP) and three 
decarbonization scenarios were chosen based on their heterogeneity in terms of energy tran-
sition strategies and their ambition levels in terms of greenhouse gas emission reductions, 
i.e. in line with, or at least close to, the target of limiting the global temperature increase to 
“below 2C” (Table 4-1). This allows for comparisons to be made concerning the impact on 
water demand arising from major shifts in the electricity sector required to achieve these 
climate objectives. 

 

Table 4-1: Overview of selected energy scenarios (Terrapon-Pfaff et al. 2020) 

Study Time  
horizon 

Scenario GHG-changes 
2040 (compared 
to 1990) 

Summary strategies 

World Energy 
Outlook  

(IEA/OECD 
2017)  

2040 Reference 
scenario: 

IEA | Current 
Policies (CP) 

+104%  Assessment of energy sector development 
in the absence of any additional measures 

IEA | 
Sustainable 
Development 
(SD) 

-13%  Back-casting approach 
 Stronger role of renewable energies 
 Broad exploitation of efficiency poten-

tials in the industrial sector 
 Transport sector: increasing electrifica-

tion and increasing use of ("advanced") 
biofuels and natural gas assumed 

 Carbon capture and storage (CCS) 

The advanced 
energy [r]evo-
lution 

(Greenpeace 
2015) 

2050 GP | Ad-
vanced En-
ergy Revolu-
tion 

(Ad.R) 

-61%  Renewable electricity as the most im-
portant primary energy resource 

 Limited use of biomass (100 EJ/a) 
 Broad electrification of the transport sec-

tor  
 Hydrogen and other synthetic fuels in 

sub-sectors difficult to electrify (e.g. 
freight transport) 

  No carbon capture and storage (CCS)  
 Phase-out of nuclear energy 

Global Energy 
and Climate 
Outlook  

(JRC 2017) 

2050 GECO | 
B2°C 

+1%  Combination of carbon capture and stor-
age (CCS) , renewables and nuclear 
power in the electricity sector 

 In the transport sector: combination of 
electricity, biofuels, natural gas and hy-
drogen 
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The comparison of transition pathways for the electricity sector show that all the scenarios 
anticipate an increase in electricity generation by 2040 compared to 2015 (Figure 4-2). How-
ever, the extent of the increase and the overall mix of energy sources vary considerably de-
pending on the scenario. The different underlying decarbonization strategies and the level of 
ambition in respect to GHG emissions reductions explain these differences. For example, 
scenarios assuming a higher degree of electrification in sectors such as transport or industry 
require higher amounts of electricity. Moreover, assumptions about economic development 
and population growth underlying the energy scenarios can influence the anticipated total 
future electricity demand. Unsurprisingly, all the scenarios expect an increase in electricity 
generation from renewable energy sources, with wind and photovoltaic anticipated to in-
crease the most. 

 
Figure 4-2: Electricity generation by energy source (in TWh) for the year 2015 and the four 

selected energy scenarios in 2030 and 2040 (Terrapon-Pfaff et al., 2020. Based on data 
from IEA/OECD, 2017; Greenpeace, 2015; JRC, 2017). 

4.1.3 Modeling future water demand for electricity generation 

These differences in the electricity mix influence both the water withdrawal and consump-
tion of future electricity systems. The changes in future global water withdrawal vary be-
tween +55% and -72% compared to 2015 (Figure 4-3). Overall, higher shares of fossil fuels 
are likely to lead to greater water withdrawal, while scenarios with high shares of renewable 
energies perform better in terms of reducing future water withdrawal. This is due to the fact 
that electricity generated from fossil fuels still comes predominantly from thermoelectric 
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power plants based on technologies with higher water withdrawal intensities. 

 
Figure 4-3: Water withdrawal (in km³ per year) for electricity generation by energy source 

for different scenarios in 2040 (Terrapon-Pfaff et al., 2020. Based on data from 
IEA/OECD, 2017; Greenpeace, 2015; JRC, 2017). 

In term of global water consumption for electricity generation it is shown that water con-
sumption is expected to rise in five out of eight scenarios (by between 9% and 78%) com-
pared to 2015. The increase in global water consumption occurs as a result of an increase in 
electricity production and a shift towards improved cooling systems, which withdraw less 
water but consume more (Figure 4-4). Furthermore, the widescale implementation of ther-
mal renewable energy technologies such as geothermal, biomass and concentrated solar 
power (CSP) compared to solar photovoltaic or wind can lead to an increase in water con-
sumption from the renewable energy side. From a global perspective, it can be concluded 
that more efficient cooling and electricity generation systems (i.e., ETS scenarios) can sig-
nificantly reduce the water demand of the power sector in terms of water withdrawal and 
consumption. 
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Figure 4-4: Water consumption (in km³ per year) for electricity generation by energy source 

for different scenarios in 2040 (Terrapon-Pfaff et al., 2020. Based on data from 
IEA/OECD, 2017; Greenpeace, 2015; JRC, 2017). 

At the regional level, the analysis focuses on the development of water demand for power 
generation in ten regions. The shifts in electricity generation expected in the scenarios lead 
in part to very different regional developments. North America is the only region that shows 
a consistent reduction in water withdrawals (5% to 74%) across all scenarios. Despite this 
decrease, North America remains the region with the highest share of global water with-
drawals (20% to 28%) in six of eight scenarios. A decrease in water withdrawal is also ob-
served in most scenarios for Europe, Eastern Europe and Eurasia, and Asia-Oceania-OECD. 
On the other hand, the developing and emerging regions, namely China, India, Asia (other), 
the Middle East, Latin America, and Africa, are characterized by an increase in water with-
drawals for electricity generation in the scenarios with higher shares of fossil fuels. Overall, 
the results indicate that it is particularly important for developing and emerging regions to 
combine the expansion of energy supply with less water-intensive technologies, including 
in particular renewable energy technologies such as photovoltaics and wind energy, in order 
to reduce water demand for electricity generation. The results for water consumption also 
differ markedly across the regions (Figure 4-5) depending on the scenario. In North America, 
four of the scenarios result in reduced water consumption by 11% to 31%, while four predict 
an increase of 1% to 11%. In Europe, seven scenarios predict a reduction in water consump-
tion which can mainly be attributed to the decrease of coal and oil in the electricity mix and 
to the phase-out of nuclear energy. The water consumption for renewable electricity gener-
ation increases in Europe in all scenarios but remains lower than the use of water for fossil 
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power generation in 2015 in seven out of the eight scenarios. Scenario results also show 
large variations in water consumption for future electricity generation in China. In India, 
Asia (Other), the Middle East, Latin America and Africa, the growth in water consumption 
is substantial in all scenarios except one. The rise in water consumption in these regions is 
mainly driven by the rapid growth in electricity demand. In terms of technologies, natural 
gas, biomass, solar and nuclear energy, are the main drivers for the increase in water con-
sumption in these regions. 

	

Figure 4-5: Water consumption for electricity generation (in km3 per year) by region for dif-
ferent scenarios in 2040 (Terrapon-Pfaff et al., 2020. Based on data from IEA/OECD, 

2017; Greenpeace, 2015; JRC, 2017). 

The results show that water demand varies significantly between different electricity mixes. 
Ambitious decarbonization scenarios with extensive use of renewables and high electrification 
rates in key energy-intensive sectors have the lowest water intensities, but in absolute terms 
these systems may result in higher water use than the less ambitious climate change mitigation 
scenarios. The results underline the importance of considering not only the potential to reduce 
greenhouse gas emissions but also other environmental aspects - such as water demand - when 
designing future electricity systems to ensure a holistically sustainable energy transition. 
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4.2 Land Use Change Scenarios 

Authors: Christopher Jung, Rüdiger Schaldach, Ellen Kynast 

4.2.1 Modelling approach 

Land use change can have important impacts on the environment as well as human society. 
It affects biodiversity, the provision of ecosystem services, biogeochemical and hydrological 
cycles. Also, socio-economic conditions are affected, such as labor opportunities, trading 
possibilities and thereby the size of local population. Land use change decisions in turn are 
affected by biophysical and socio-economic processes. In order to investigate the impacts 
and causes of land use change, numerous models have been developed. Moreover, these 
models can be used to project possible future land use changes (Alexander et al., 2016; 
Heistermann, 2006; van Asselen & Verburg, 2013; van Soesbergen, 2016). 

For this report, the current and future location and extent of irrigated cropland areas is par-
ticularly crucial because irrigation agriculture is the world’s largest water use sector (Döll, 
2009; FAO, 2021a). In doing so, it competes with the energy-generating industry in water 
use and thus may affect the cooling water gap (see Table 4-4). The change in irrigated 
cropland areas is determined with LandSHIFT, a well-tested global land use change model 
that has been successfully applied for different global and regional studies (Alcamo et al., 
2011; Göpel et al., 2020; Hinz et al., 2020; Koch et al., 2019). A full description of the 
modeling framework is given in (Schaldach et al., 2011) and (Schüngel et al., 2021). Land-
SHIFT is based on the concept of land use systems (Turner et al., 2007) and couples com-
ponents representing the respective anthropogenic and environmental sub-systems. It oper-
ates on a global spatial grid with a cell size of 5 arc-minutes, which forms the micro level. 
Each grid cell is assigned to a country or region, which forms the macro level. During the 
simulation, LandSHIFT translates the macro level model drivers, such as population, number 
of livestock or crop production (12 different crop classes under rainfed as well as irrigated 
conditions), into spatial land use patterns. For historic simulation runs, macro level driver 
information is taken from statistics (e.g. FAOSTAT ( FAO, 2021b)), while for future pro-
jections, it is taken from scenario assumptions. At the beginning of every five-year time step 
the preference of each raster cell for the different land use types is determined based on 
micro level information, such as land cover type, terrain slope or road infrastructure. There-
after the model uses the macro level data to determine and allocate the land needed for each 
crop type, pasture and settlement to the most suitable grid cells. Main model results are raster 
maps depicting the spatial and temporal patterns of land use change. LandSHIFT determines 
the spatial distribution of land in three sub-modules, each representing a particular land use 
activity: settlement, crop cultivation, and livestock grazing. In addition, crop cultivation is 
split into an irrigated part, which is responsible for determining the spatial distribution of 
irrigated crop types, and a rainfed part, which subsequently determines the spatial distribu-
tion of rainfed crop types. As a result, two different crop types can exist on a grid cell, a 
rainfed crop type and an irrigated crop type, each with its own fraction of the grid cell area. 
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For a detailed description of the model input data, the determination of a cell's preference, 
and the algorithm for expanding irrigated cropland areas, see Appendix B. 

4.2.2 Main drivers 

In order to simulate changes in irrigated cropland areas up to 2040, we used scenario data 
on crop production, crop yields, and population. Since the global energy scenario studies 
(see Section 4.1.2) do not provide agricultural development information needed to simulate 
future land use change with LandSHIFT, we used results of the REMIND1-MAgPIE2 inte-
grated assessment modeling framework (Kriegler et al., 2017), which was used to quantify 
future global developments in the energy sector across different Shared Socio-Economic 
Pathways (SSPs) until 2100 (Bauer et al., 2017). In aggregated from, these datasets are freely 
available as part of the SSP database (Riahi et al., 2017). For the LandSHIFT simulations, 
we obtained the disaggregated agricultural data (crop class specific production and yields) 
through personal correspondence with the authors. The data were derived from results of 
two model runs, both for SSP2, with a global radiative forcing target of 2.6 (SSP2_26) as 
well as 4.5 (SSP2_45) W/m² by 2100. SSP2_45 is based on assumptions comparable to those 
of the reference scenario (IEA CP) (see Section 4.1.2), i.e. increasing primary energy de-
mand, mainly from fossil fuels, up to 2040. SSP2_26 can be assigned to the decarbonization 
scenarios (see Section 4.1.2), with assumptions comparable to those of IEA SD or GECO 
B2°C, i.e. approximately constant primary energy demand up to 2040, but with decreasing 
use of fossil fuels and increasing use of bioenergy. The climate scenarios are described in 
more detail in Section 4.3.1.2. 

Projections of population (total number, urban and rural shares) were taken directly from the 
country-level SSP database for SSP2 and account for both scenarios (KC & Lutz, 2017; 
Riahi et al., 2017). Since the results of REMIND-MAgPIE do not consider climate change, 
we used constant climate conditions for the potential crop yields on micro level. Moreover, 
REMIND-MAgPIE results do not provide information on the development of livestock 
units. Therefore, we kept the numbers constant for the whole simulation period. Develop-
ment of agricultural production and yield is provided for 10 world regions (Figure 4-6) and 
distinguishes 17 crop classes, each under irrigated and rainfed conditions. Every country was 
assigned to a world region and the 17 crop classes were mapped to the 12 crop classes used 
by LandSHIFT (Table B 3 in Appendix B). Trends of crop production and yields were cal-
culated for each crop class for all world regions in five 5-year time steps from 2020 to 2040, 
relative to the base year 2015. In detail, trends for crop production were applied to the coun-

                                                 
1REMIND website: https://www.pik-potsdam.de/en/institute/departments/transformation-pa-
thways/models/remind 
2MAgPIE website: https://www.pik-potsdam.de/en/institute/departments/activities/land-use-mo-
delling/magpie 
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try-specific statistical data from the Food and Agriculture Organization of the United Na-
tions (FAO) and SPAM (see Section 4.2.1) of the base year while trends for crop yields were 
applied to the potential crop yields on grid cell level. Change in future population growth 
was calculated for each country individually based on the SSP2 scenario (KC & Lutz, 2017; 
Riahi et al., 2017). 

 
Figure 4-6: MAgPIE world regions. Sub-Sahara Africa (AFR), Centrally Planned Asia 
(CPA), Europe (incl. Turkey) (EUR), Former Soviet Union (FSU), Latin America (LAM), 
Middle East and North Africa (MEA), North America (NAM), Pacific OECD (PAO), Pa-

cific Asia (PAS), South Asia (SAS) Schmitz et al., 2012). 

Table B 4– Table B 7 in Appendix B show in detail the trends of production and yields for 
every world region, irrigated crop class, time step and scenario. Figure 4-7 depicts the sum-
marized irrigated production volumes of the world regions for the base year 2015 (combined 
data from FAO and SPAM) as well as the resulting crop production volumes for 2030 and 
2040 according to the trends of the scenario assumptions. Figure 4-8 presents the summa-
rized global production volumes of each irrigated crop class also for the base year 2015 as 
well as the resulting production volumes for the years 2030 and 2040. Global production of 
crops under irrigated conditions increases from approximately 2,900 million tons in 2015 to 
about 4,850 (SSP2_45) and 5,200 million tons (SSP2_26) in 2040, mainly driven by the 
regions CPA and LAM, which already show high values in 2015 and an increase of 88% 
(CPA, SSP2_45) and 138% (LAM, SSP2_26) by 2040, respectively. The AFR region is 
characterized by low irrigated crop production in the base year, but increases its production 
by about 450% by 2040. On global scale, tropical cereals show by far the highest increase 
in both scenarios, especially in the LAM region, but remain of secondary importance in 
terms of absolute numbers. The crop classes rice, maize, sugarcane, temperate cereals, and 
other crops, which are already produced in larger quantities in 2015, will mainly be respon-
sible for the global increase, with growth rates between 40% and 166% by 2040. 
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Figure 4-7: Summarized scenario input data for irrigated crop production for the 10 world 

regions 

 
Figure 4-8: Summarized scenario input data for global irrigated crop production for every 

irrigated crop class 

4.2.3 Key results 

Main outcomes of the LandSHIFT model are global raster maps depicting the spatial patterns 
of land use change for each predefined time step. For this report, we focus on the change in 
irrigated cropland areas since irrigation agriculture is a competitor to the energy-generating 
industry in terms of water use and thus may affect the cooling water gap (see Section 4.4.1). 
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Figure 4-9 visualizes the irrigated fraction per grid cell with a spatial resolution of 5 arc-
minutes for the base year 2015 as well as for the scenario year 2040. Figure 4-10 shows the 
summarized irrigated areas of the different world regions for the year 2015 as well as for the 
scenario years 2030 and 2040. The world regions EUR, FSU, MEA, PAO, PAS and SAS 
show only little changes in irrigated area in both scenarios by 2040. The moderate increases 
in production volumes are compensated by increasing yields. In the NAM region, irrigated 
area increases by about 20% (SSP2_26) and 25% (SSP2_45) by 2040, mainly as a result of 
intensification, i.e., expansion on grid cells that already have an irrigated fraction larger than 
zero, such as in the California Central Valley. In the CPA region (strongly dominated by 
China), irrigated areas increase by 68% for the SSP2_45 scenario and nearly double for the 
SSP2_26 scenario by 2040 compared to the base year, and is thus the main driver of the 
global increase in irrigated areas. While the irrigated land expansion is driven by intensifi-
cation in the eastern part of China, the expansion in northern and western China is caused 
by new equipment of land area that was not yet irrigated. By far the highest increase in 
irrigated areas occurs in the regions AFR and LAM, which roughly quintuple their areas in 
both scenarios. In the LAM region, most of the expansion is taking place in Mexico, which 
is massively affected by the vast increase in production of irrigated tropical cereals, because 
large amounts of these crops are already produced in the base year 2015. The resulting ex-
pansion takes place where irrigated area already exists as well as on new additional area 
equipped for irrigation like in the northern part of the country. Also, in Argentina, irrigated 
areas are expected to increase significantly, mainly caused by the vast increase in the pro-
duction of irrigated tropical cereals. While in the northern part of Argentina expansion oc-
curs through an intensification of agricultural practices, in the southern part, especially 
alongside the Río Negro, expansion of the irrigation area takes place mainly on newly 
equipped areas. In the AFR region, expansion affects eastern Africa as well as South Africa 
and Nigeria. Because irrigated area is small in these regions in the base year 2015, the ex-
pansion results in new land to be equipped for irrigation in order to fulfill the strong increase 
in production. 
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Figure 4-9: LandSHIFT simulation results of irrigated fractions per grid cell. Spatial 

resolution: 5 arcminutes. 
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Figure 4-10: Summarized LandSHIFT simulation results of irrigated areas for the 10 world 

regions 

4.3 Water Resources 

4.3.1 Future water availability 

Authors: Martina Flörke, Ellen Kynast, Jenny Kupzig 

We used the integrated global water modelling framework WaterGAP3 to simulate current 
and future water availability and sectoral water uses globally over the entire timeseries from 
1981 to 2060. For all analyses, we considered the model results representing the baseline 
period (time period from 1981 to 2016) and future period (referred to as the 2040s, the time 
period 2031–2060). The components of the modelling framework, main input data and data 
analysis are briefly described in the following sections. 

4.3.1.1 Modelling approach 

The global hydrological model WaterGAP3 simulates the characteristic macroscale behav-
iour of the terrestrial water cycle in order to estimate the renewable freshwater availability 
on a 5 × 5-arcmin spatial resolution, i.e. about 9 by 9 km at the equator (Eisner et al., 2017; 
Schneider et al., 2011; Verzano et al., 2012). Based on the time series of climatic data, the 
hydrological model calculates the daily water balance for each grid cell, considering physi-
ographic characteristics such as soil type, vegetation, slope, aquifer type, permafrost and 
glaciers. The runoff is generated on the grid cells and routed to the river basin outlet on the 
basis of a global drainage direction map obtained from the HydroSHEDS database (Lehner 
et al., 2008). The hydrological influence of lakes, managed reservoirs and dams as well as 
wetlands is considered in the lateral routing process. Location and extent of surface water 
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bodies are derived from the Global Lakes and Wetlands Database (GLWD, Lehner and Döll; 
2004) and mapped to the river basin set. Further, a total number of 6,025 reservoirs and dams 
are implemented in the model by their location and other information as provided by the 
Grand Reservoir and Dam Database (GRanD; Lehner et al., 2011). The operation of dams 
depends on the dam type and relates to the main purpose given in GRanD. In WaterGAP3, 
the management of irrigation, hydropower, water supply, navigation and flood protection 
dams is differentiated (Schneider et al., 2017). In a standard model run, river discharge is 
simulated in approximately 2.2 million grid cells globally. 

Simulated river discharge is calibrated against observed mean annual discharge data from 
the Global Runoff Data Centre (GRDC, 2004) at about 2,446 stations globally, except Ant-
arctica and Greenland, covering about 51% of the global land area. The selection of stations 
has to fulfill three main criteria: (1) an upstream area of at least 3,000 km2; (2) a timeseries 
of at least five (complete) years; and (3) an inter-station catchment area to the next upstream 
station of at least 5,000 km2. During the calibration process one free parameter (i.e., runoff 
coefficient γ) is adjusted to all grid cells within a river basin in order to ensure that the sim-
ulated long-term average discharge is within 1% of the observed one (Eisner 2016). The 
runoff coefficient is allowed to vary between 0.1 and 5. In river basins where the deviation 
between simulated and observed river discharge remains larger than ±1% a runoff correction 
factor is assigned to each cell within the basin (same value for each cell). The calibrated 
runoff coefficients are transferred to ungauged basins using a multiple linear regression ap-
proach that relates the calibrated values of the runoff coefficients to several basin descriptors. 

Five meteorological variables are required to force WaterGAP3: air temperature, long-wave 
downwards surface radiation flux, short-wave downwards surface radiation flux, rainfall rate 
and snowfall rate. 

4.3.1.2 Main drivers 

The global scale hydrology model WaterGAP3 was forced by the EWEMBI meteorological 
data compiled to support the bias correction of climate input data for the impact assessments 
carried-out for ISIMIP2b (i.e., phase 2b of the Inter-Sectoral Impacts Intercomparison Pro-
ject; Frieler et al., 2017). The EWEMBI data cover the entire globe at 0.5° horizontal (50 x 
50 km at the equator) and daily temporal resolution from 1979 to 2016 (Lange, 2019). In 
order to obtain the best possible fit with the energy (cf. section 4.1) and land use change (cf. 
section 4.2) scenarios, time series of bias-adjusted climate projections from four GCMs were 
selected from the ISIMIP2b database. These four GCMs were GFDL-ESM2M, HadGEM2-
ES, IPSL-CM5A-LR, and MIROC5 (see Table 4-2) and based on a radiative forcing of 2.6 
W/m² (RCP2.6) and 4.5 W/m² (RCP4.5), respectively.  
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Table 4-2: Global Climate Models (GCMs) and scenarios (Representative Concentration 
Pathways, RCPs) used in this study 

GCM RCP 
Modelling 
Period 

Organization 

GFDL-ESM2M 

2.6, 4.5 

Baseline: 
1976-2005 

Scenarios: 
2031-2060 

National Oceanic Atmospheric Administra-
tion, Geophysical Fluid Dynamics Labora-
tory, Princeton, USA 

HadGEM2-ES Met Office Hadley Centre, Exeter, UK 

IPSL-CM5A-LR Institute Pierre-Simon Laplace, Paris, France 

MIROC5 
Center for Climate System Research, The 
University of Tokyo, Kashiwa, Japan 

 

The radiative forcing estimates are based on the forcing of greenhouse gases and other forc-
ing agents, and the forcing levels are relative to pre-industrial values (Moss et al. 2010, Van 
Vuuren et al. 2011). The selected RCPs include one mitigation scenario leading to a very 
low forcing level (RCP 2.6) and a medium stabilization scenario (RCP 4.5). RCP 2.6 has the 
radiative forcing trajectory of first going to a peak forcing level of 3.1 W/m2 followed by a 
decline, and aims to limit the increase of global mean temperature to less than 2 °C by 2100. 
For HadGEM2-ES and IPSL-CM5A-LR, global mean temperature (GMT) returns to warm-
ing levels below 2 °C after 2100. RCP 4.5 is a stabilization scenario in which total radiative 
forcing is stabilized before 2100 by employment of technologies and strategies for reducing 
greenhouse gas emissions. Each GCM reaches different global warming levels at different 
times (Table 4-3), depending on the RCPs. By definition, the time of exceeding a global 
warming level is reached when the 31-year running mean of the global averaged annual 
mean temperature passes this level for the first time. 

GCM selection was primarily based on availability of daily output of a list of atmospheric 
variables for different RCPs as required by the broad variety of (impacts) models participat-
ing in ISIMIP (Frieler et al., 2017; Hempel et al., 2013). The selected models cover a broad 
response space defined by global temperature and the ratio of land-averaged precipitation 
increase per GMT at the end of the 21st century. As GCM output differs significantly from 
observations, GCM output was bias-adjusted before being used as input to the impact mod-
els. The bias adjustment method used for the GCMs in ISIMIP2b is using a trend preserving 
algorithm (Frieler et al., 2017; ISIMIP, 2018) with EWEMBI (Lange, 2018) as target. 

The EWEMBI and GCM meteorological forcing cover the entire globe at 0.5° x 0.5° spatial 
resolution and were simply downscaled to the 5 arcmin spatial resolution as required by the 
WaterGAP3 model. 
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Table 4-3: Year in which the (bias-corrected) 31-year running mean of global mean tempera-
ture crosses the given thresholds. 

Warming 
Level 

RCP GFDL-
ESM2M 

HadGEM2-ES IPSL-
CM5A-LR 

MIROC5 

1° 2.6 

4.5 

2014 

2014 

2012 

2015 

1993 

1993 

2015 

2017 

1.5° 2.6 

4.5 

- 

2049 

2026 

2031 

2009 

2011 

2048 

2039 

2° 2.6 

4.5 

- 

- 

- 

2046 

2029 

2029 

- 

2069 

3° 2.6 

4.5 

- 

- 

- 

- 

- 

2066 

- 

- 

 

4.3.1.3 Key results 

The spatial distribution of the ensemble of GCM-derived long-term average annual water 
availability according to sub-basins for the baseline period 1976-2005 is shown in Figure 
4-11. Model results are rather similar to simulation results obtained with different data sets 
of observed climate and different model versions (not shown). However, this map sharpens 
the contrast between adjacent water-rich and water-poor areas. Furthermore, simulated fu-
ture changes in water availability are related to the baseline conditions as realized by the 
individual GCMs input. 

 
Figure 4-11: Long-term average annual renewable water availability calculated as ensemble 

mean for the baseline climate 
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In the future, an expected increase in air temperature intensifies evapotranspiration, and 
hence reduces runoff, while changes in precipitation will raise or lower the average volume 
of river discharge. These two effects interact differently at different locations and produce 
the net increase or decrease in long-term annual water availability as shown in Figure 4-12 
to Figure 4-15. An ensemble of climate input from four GCMs and two RCPs was selected 
to consider the uncertainty not only caused by modeling physical processes but also to ad-
dress the consequences of modeling decisions that lead to different results. The model results 
of the future projections (i.e., 2040s) are expressed as relative changes to the GCM-baseline. 
Here, it should be noted that changes of zero or close to zero numbers lead to infinite de-
creases or increases in water availability, such as in the desert areas. The model results for 
the individual GCMs are presented below. 

 
Figure 4-12: Relative change in annual discharge on a river basin scale in 2040s compared to 

baseline conditions, under RCP2.6 (top) and RCP4.5 (bottom) for GFDL-ESM2M 
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To assess the impact of climate change on annual water availability Figure 4-12 shows the 
changes between the baseline conditions and a world under a RCP2.6 (Figure 4-12 top) and 
RCP4.5 (Figure 4-12 bottom) scenario for the 2040s as realized with the GFDL-ESM2M 
climate input. Although the GMT remains well below 1.5 °C in the RCP2.6 projection (cf. 
Table 4-3), the model outcomes show decreases in annual water availability of more than 
25% in 2040s in South America and in the Mississippi Basin as well as countries of the 
Mashriq, sub-Saharan Africa and South Asia. Mediterranean rim countries and the Black 
Sea region are likely to be negatively affected by climate change, too, but these effects be-
come stronger under RCP4.5. However, a decrease in annual water availability of more than 
50% is expected for south Australia while the northern part of the country will likely face an 
increase. Increases in annual water availability of more than 25% become also visible in 
several regions of the world such as China, Central Asia, Russia, Northern Europe, North 
and Central America, and northern parts of South America. 

Model results obtained with the RCP4.5-driven climate input displays the same but more 
pronounced pattern of increasing and decreasing changes in renewable water resources in 
the future (2040s). 

Figure 4-13 depicts the change in annual water availability between the RCP2.6 (Figure 4-13 
top) and RCP4.5 (Figure 4-13 bottom) scenarios for the 2040s and the baseline period (1976-
2005). The climate input is derived from the GCM of the Hadley Centre (HadGEM2-ES). 
GMT stays below 2°C in the RCP2.6 projection of the HadGEM2-ES model but exceeds 
1.5°C in 2026, whereas the RCP4.5 projection reaches 2°C in 2046 (Table 4-3). Overall, 
patterns of increasing and decreasing trends in long-term annual water availability differ 
from those simulated with GFDL-ESM2M climate input. Negative relative changes of more 
than 25% are computed for areas in North America, Brazil, Northern Africa, Arabian Pen-
insula, and Western Australia. Relatively small changes in annual water availability are com-
puted for most of Europe’s river basins for both RCPs up to the 2040s. Conversely, nearly 
all of Scandinavia, Northern Russia, China, and India display an increase in annual water 
availability up to 50% caused by a changing trend in future precipitation. 

In contrast to the model results driven by GFDL-ESM2M climate input, not all patterns of 
change are intensified under the RCP4.5 scenario, some trends become weaker or even re-
verse (e.g., USA, Southern Africa). 
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Figure 4-13: Relative change in annual discharge on a river basin scale in 2040s compared to 

baseline conditions, under RCP2.6 (top) and RCP4.5 (bottom) for HadGEM2-ES 

The maps presented in Figure 4-14 give an overview of changes in average annual water 
availability between the 2040s and the baseline as simulated by WaterGAP3 based on the 
RCP2.6 and RCP4.5 climate projections of the GCM IPSL-CM5A-LR. GMT increases are 
expected to exceed 2°C with both projections in 2029 and even 2.5°C are passed by RCP4.5 
within our time frame of interest (i.e., in 2044, Table 4-3). Compared to the other GCMs, 
the changes in water availability reflect the climate input (especially precipitation) of this 
GCM. Decreasing trends in annual water availability of up to 50% are already expected for 
Central America, Northern Africa, Central and South Asia (except India), and even up to 
75% in Australia under the RCP2.6 scenario. As for the HadGEM2-ES results, small changes 
in annual water availability are calculated for the Mediterranean rim countries, except for 
Spain and North African countries which are affected significantly (up to -75% in the 
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RCP4.5 scenario). A reduction of up to 25% is likely to occur in the future in northern and 
southern parts of South America, Western sub-Saharan Africa, and eastern China. In general, 
long-term annual water availability is expected to increase in Northern and Western Amer-
ica, Brazil, Northern Europe, Russia, and East Africa. 

Similar to the GFDL-ESM2M-driven results, increasing and decreasing changes are in gen-
eral more pronounced in the RCP4.5 scenario compared to RCP2.6. 

 
Figure 4-14: Relative change in annual discharge on a river basin scale in 2040s compared to 

baseline conditions, under RCP2.6 (top) and RCP4.5 (bottom) for IPSL-CM5A-LR 

Relative changes in annual water availability between the 2040s and the baseline conditions 
as simulated with the MIROC5 climate projections again lead to different patterns compared 
to the results described above (Figure 4-15). However, GMT increases slower than 
HadGEM2-ES and IPSL-CM5A-LR and likely exceeds 1.5°C in 2048 (RCP2.6) whereas 
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the RCP4.5 projection passes 1.5°C in 2039 and 2°C in 2069, respectively (Table 4-3). While 
some similarities exist to the other GCMs, differences occur for Eastern Europe and large 
parts of Russia which are indicated by a decrease in water availability of up to 25% in the 
RCP2.6 scenario which is less severe in the RCP4.5 scenario. In the RCP2.6 scenario, most 
patterns of decreasing trends in water availability are between 10 and 25% with few local 
exceptions. On the opposite, increasing water availability is computed for northern America, 
eastern Russia, South Asia, North West Pacific and East Asia, central South America, and 
large parts of Africa.  

As for the model results based on the HadGEM2-ES projections, MIROC5 leads to results 
where patterns of change are intensified under the RCP4.5 scenario (compared to RCP2.6), 
but also become weaker or shift. 

 
Figure 4-15: Relative change in annual discharge on a river basin scale in 2040s compared to 

baseline conditions, under RCP2.6 (top) and RCP4.5 (bottom) for MIROC5 
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In conclusion, computed changes in annual water availability vary strongly among GCMs in 
several parts of the world, and hence, are subject to uncertainties. For example, in some 
regions (USA, Brazil, India), forcing by the different GCMs yields discharge changes that 
can be large but of opposite sign. Accordingly, the spread due to differences between GCMs 
dominates the total ensemble spread in these regions. The bias–correction applied to the 
GCM data substantially reduces the spread among the GCMs’ present–day climatologies, 
but not among their future climate trends (Hempel et al. 2013). 

4.3.2 Future water use 

Contributing Authors: Martina Flörke, Ellen Kynast, Jenny Kupzig, Christopher Jung 

Water demand has been increasing and continues to increase globally, as the world popula-
tion grows and nations become wealthier and consume more. As water demands get closer 
and closer to the renewable freshwater resource availability, each drop of freshwater be-
comes increasingly valuable and water must be managed more efficiently and intensively. 
Planning for future development and investments requires that we prepare water projections 
for the future. However, estimations are complicated because the future of World’s waters 
will be influenced by a combination of important environmental, social, economic and po-
litical factors, such as global climate change, population growth, land use change, globali-
zation and economic development, technological innovations, political stability and interna-
tional cooperation. Climate change and the other factors external to water management are 
demonstrating accelerating trends or disruptions. In this section we provide results of the 
two water use sectors that are interlinked to electricity production: thermoelectric power 
plants (water used for cooling and cleaning of solar panels) and agriculture (water used for 
irrigation). Sometimes the water evaporated in reservoirs of hydroelectric power stations are 
reckoned as water requirements of electricity production, but we do not take this into account 
in our study. Even though the agricultural sector is the main water consuming sector, in some 
regions, for example, USA and Europe, more than 40% of the total water withdrawals are 
used for cooling purposes to produce thermal electricity. 

4.3.2.1 Modelling approach 

This section describes the modelling approach of the WaterGAP3 sub-modules used to cal-
culate the water demand of the domestic, manufacturing, electricity production, and agricul-
tural sectors. Because we focused on electricity generation and agricultural water uses, these 
two modelling approaches are described in more detail. 

Water demand for electricity production: The WaterGAP3 sub-module is used to calculate 
water demand of thermoelectric power plants for the reference year (2015) and different 
future scenarios in 2040. For the future conditions, one reference scenario and three decar-
bonization scenarios are selected which differ in Greenhouse Gas Emission Changes (com-
pared to 1990) and share of renewable energy sources contributing to the future energy mix 
of. Details on the scenario selection process, the description of the different future energy 
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pathways as well as estimates of global and regional water withdrawals and water consump-
tion are explained in Section 4.1. 

The objective of the sub-model is to compute freshwater withdrawals and consumption for 
the production of electricity location-specific per power plant. Input data on location, type 
and size of power stations are based on the World Electric Power Plants Data (Utility Data 
Institute, 2004, updated in 2010) and extended by literature and case study information, 
which results in a total number of 48,522 power plants considered of which 32,152 were 
active in 2015. Power plants that use seawater or brackish water for cooling purposes are not 
taken into consideration. In this context, a thermoelectric power plant is a power-generating 
plant which uses heat to produce energy. Such plants may burn fossil fuels, biomass or use 
nuclear energy to produce the necessary thermal energy. In addition, we included geothermal 
power plants and Concentrated Solar Power (CSP) plants as well as other solar-related power 
plants to the database which need water for cooling (geothermal, CSP) and cleaning of the 
solar panels. 

The amount of water withdrawn by each power plant using freshwater for cooling and clean-
ing is computed by multiplying the annual electricity production [MWh/year] with the water 
use intensity of the power station, i.e. the water abstracted per unit electricity production (in 
m³/MWh). Data on annual electricity production is described in the next section 4.3.2.2. The 
total water withdrawn needed for cooling of power plants depends mainly on cooling system 
type, source of fuel (efficiency) and installed capacity. Different types of fuels (biomass, 
waste, nuclear, natural gas, oil, coal, petroleum) and energy sources (geothermal, CSP, PV) 
are distinguished and characterized by their respective water use intensities (Flörke et al., 
2013; Terrapon-Pfaff, 2020). In regards to cooling systems, recirculation systems (e.g., 
tower cooling), once-through systems, and ponds are differentiated (Flörke et al.,2012). In 
general, once-through systems withdrawn relatively large quantities of surface water, and 
subsequently discharge high heat loads to the same water body after leaving the condenser. 
Recirculation systems use cooling towers to cool the water via con-tact with air before the 
water is discharged back to the surface water body. These systems require smaller amounts 
of surface water withdrawal, but water consumption is higher (due to evaporative losses) 
compared to once-through systems (Koch and Vögele, 2009). 

The total annual thermal power plant water withdrawal (TPWW) in each grid cell is then 
calculated as the sum of water abstracted by all power plants located in the same cell 
(Vassolo and Döll, 2004; Flörke et al., 2013). The allocation of the power plants to the global 
grid of the model is carried out by the geographical coordinates that could be assigned to the 
power plants. For future simulations, no new locations are identified for the construction of 
new power plants, instead capacities are expanded at current locations. 

Further developments of the model: The available data of the selected energy scenarios (see 
Section 4.1) were available on a regional basis and had to be disaggregated to country level. 
Due to the focus on energy sources the disaggregation of regional electricity production 
numbers (e.g. for Africa, Latin America) could not be carried-out on the basis of the total 
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production in regard to the reference year 2015 (or following historical trends). Instead, it 
was performed fuel-specific and a new approach was developed for the distribution of re-
gional numbers to country values. For the distribution of regional values, a factor was first 
calculated for each country/fuel combination, which determines the share of the country 
value and fuel in the region. However, if there are regions where fuels will be used in the 
future that are not found in the reference year, a rule is needed to distribute the regional 
values to the respective countries. In the case of biomass, it is assumed that all countries will 
use biomass for electricity generation in the future (if given in a scenario for the whole re-
gion) at locations of power plants that burned biomass, gas, oil or coal in the past. Here, 
another factor is determined to allocate regional scenario values (equally) among all coun-
tries in a region. For power plants that are marked as “under construction” in the database, 
these will be connected to the grid in 2020, while the power plants marked as “planned” are 
connected to the grid in the first year of the land/fuel occurrence in the, but at the latest in 
2030. Further, in some cases it was possible to find out locations of planned power plants, 
e.g. locations for future nuclear power plants in Australia, Bolivia, Paraguay, Malaysia and 
Thailand, as well as CSP power plants in Cape Verde and Mayotte. To account for CSP and 
solar power plants, the water use model was extended to include water use intensities for the 
calculation of water abstractions and consumption. In addition, the dates for phasing out 
coal-fired power generation in various countries were recorded by means of literature re-
search and considered in the model simulations. 

Water demand for irrigation: The WaterGAP3 sub-module is used to calculate water with-
drawals and water consumption for irrigation purposes of field crops and rice for the baseline 
conditions and future scenarios on a grid cell level (5 by 5 arcminutes geographical resolu-
tion). The modelling approach is based on the approach of Allen et al. (1998). Here, the 
optimum supply of water to irrigated plants is simulated taking into consideration the cli-
matic conditions and a field-crop-specific evapotranspiration coefficient (Kc). The Kc value 
represents the different evapotranspiration behavior of different crops on the one hand, and 
on the other hand the specific water demand with respect to the different phenological stages 
of the growing season(s). A distinction is made between the initial stage, the growing and 
fruiting phase and the late stage. 

In the model, the spatial distribution of the crops is calculated in the first step (see Section 
4.2), i.e. the irrigated areas of the individual crops are calculated for each grid cell of the first 
two growing seasons. Subsequently, the optimal growing period is determined depending on 
the climate conditions. The net irrigation requirement (i.e., water consumption) within the 
growing period is then calculated from the difference between the calculated water require-
ment and the available water quantity from precipitation and soil water. In addition to the 
net irrigation requirement of the crop, the calculation of the total irrigation requirement in-
cludes the irrigation efficiency, which considers factors such as management, distribution 
losses, field size and technology used and typically ranges from 0.3 to 0.8 depending on a 
type of irrigation (e.g., drip, sprinkler, surface irrigation) (Rohwer et al., 2007; Rost et al., 
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2008). For a detailed description of the irrigation module see Döll and Siebert (2002) and 
aus der Beek et al. (2010). 

4.3.2.2 Main drivers 

Cooling water sub-model: The amount of freshwater used for cooling in thermal power 
plants is mainly affected by the amount of electricity generated by these plants. The projec-
tions for future electricity production in Figure 4-2 show the trends of pathways until 2040 
indicating the energy mix of the reference scenario (i.e., IEA CP) and three decarbonization 
scenarios (i.e., IEA SD, GP Adv. [R], GECO B2°C). In the future, electricity production is 
expected to increase between 50% and 100% up to 2040 globally. However, the share of 
renewable energy sources contributing to the energy mix is expected to increase in all of the 
scenarios (Table 4-1), but only two scenarios show a positive effect on water savings without 
further improvements in technology (IEA SD and GP Adv. [R], Figure 4-3). Improvements 
in energy efficiency or new cooling water technologies are not considered in the model cal-
culations. 

Irrigation sub-model: For the base year 2015, net and gross irrigation water requirements are 
computed on the extent of irrigated area as calculated by the LandSHIFT model (see Section 
4.2.3) area equipped for irrigation based on the digital global map of irrigated areas around 
the year 2005 (Global Map of Irrigation Areas (GMIA) v.5 Siebert et al. 2013, 2015). How-
ever, future irrigation water demand is subject to changes in irrigated cropland, warming 
temperature and changing precipitation patterns. Future land use changes as well as the fu-
ture extent and location of irrigated areas are determined with the LandSHIFT model, a well-
tested global land use change model that has been successfully applied for different global 
and regional studies. Model results are performed for a set of two scenarios representing 
future land use changes (see Section 4.2.3, Figure 4-9) that are in line with the energy sce-
narios selected and described in detail in Section 4.1.2. In order to consider future climate 
change impacts, we use projections of four GCMs obtained through Inter-Sectoral Impact 
Model Intercomparison Project (ISIMIP) and described in Section 4.3.1.2. We calculate ir-
rigation water requirement per unit crop area under two RCPs (cf. Section 4.3.1.2). Irrigation 
efficiencies are kept constant at base year levels. 

4.3.2.3 Key results 

Producing electricity at thermal power plants requires substantial amounts of water during 
every stage of the energy cycle from mineral extraction to delivery of the fuel to the power 
plants (see also Section 3.1). But the greatest need for water comes from the cooling of 
turbines in the power plant. The amount of water required depends on the type and size of 
power plant, and especially in the kind of cooling. The two main types are “once-through 
cooling”, in which water is used to cool the turbines and then discharged directly back to a 
river or pond, and “tower cooling” in which the turbines are cooled and the hot water is sent 
to a cooling tower, reused several times, and then eventually discharged from the plant. As 
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a result, the water use intensity of a once-through flow cooling system is much higher com-
pared to a tower cooling system. On the other hand, the fraction of water consumed is very 
small compared to the tower cooling system. Figure 4-16 shows the spatial distribution of 
water withdrawals and consumption used for cooling purposes in power plants and cleaning 
of solar panels for the year 2015 allocated to the 5 by 5 arcminute grid. According to the 
model results, about 657 km³ freshwater are withdrawn (~20 km³ consumed) for cooling 
thermoelectric and geothermal plants as well as for cleaning solar panels (see also Terrapon-
Pfaff et al., 2020). 

 

 

 
Figure 4-16: Water withdrawals (upper map) and water consumption (lower map) for the 

electricity production in the reference year 2015 

In 2040, a clear change can be observed due to the share of electricity generation from re-
newable energy sources, particularly wind and photovoltaic sources (Figure 4-17). Water 
withdrawals are highest in the reference scenario (IEA CP), followed by GECO B2°C, IEA 
SD, and GP Adv. [R] (Figure 4-3). Our model results indicate an increase in water with-



Global Scenario Analysis 

148 

drawals in all scenarios compared to 2015 which differs compared to the calculation pro-
vided in Section 4.1.3. The differences result from the assumptions for the cooling technol-
ogies and the shift in combustion type between the power plants in the model. For example, 
today's coal-fired power plants will be replaced by biomass power plants in the future, i.e. 
the power plants will remain on site with existing cooling technology, but burn biomass 
instead of coal. Only in the GP Adv. [R] scenario are water withdrawals similar to those in 
2015, although electricity production is expected to double. 

Intensification and thus an increase in water withdrawals is very likely in all regions of the 
world in the IEA CP scenario. This is caused by the increase in electricity production based 
on fossil fuels. The trend in water demand varies between regions, but is particularly pro-
nounced in the Middle East, India and China, as well as the USA (Figure 4-17a). In the 
GECO B2°C scenario, hotspots are located in India, China, Russia, and USA as a result of a 
significant increase in nuclear power generation (Figure 4-17c). Although an energy transi-
tion from coal-fired to nuclear-fired electricity generation leads to a reduction in CO2 emis-
sions, at the same time this scenario leads to a large increase in cooling water abstractions 
which is almost as high as in the IEA CP scenario. The IEA SD scenario still depends on 
energy sources which need cooling water for electricity production such as natural gas, ura-
nium, and biomass. The dependence on these energy sources in the future and related cooling 
water needs become particularly evident in the USA, India and China Figure 4-17b). While 
the GP Adv. [R] scenario has the highest decarbonization potential, in some regions water 
withdrawals are expected to increase in the future due to the growth in geothermal, CSP, and 
biomass energy sources. This is evident in China and the west coast of the USA (Figure 
4-17d). 
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Figure 4-17: Water withdrawals for the electricity production in 2040 according to (a) the 

reference scenario (IEA CP) and three decarbonization scenarios: (b) IEA SD, (c) GECO 
B2°C, and (d) GP Adv. [R]. 

a) 

b) 

c) 

d) 
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The main driving force of water withdrawals in the irrigation sector is the change in extent 
of irrigated area (see Section 4.2.3). The larger this area, the more water is needed for irri-
gation. In addition, climate change impacts represented by climate forcing data of four 
GCMs were taken into consideration to address climate uncertainties. To estimate the coun-
try scale irrigation water withdrawals, the per hectare crop requirements for water are mul-
tiplied by the area irrigated and then divided by the irrigation field efficiency (given on a 
country scale). Hence the improvement of irrigation efficiency will also drive changes in the 
amount of water withdrawn for irrigation. The expansion of irrigated land for the year 2040 
was simulated by the LandSHIFT model for an SSP2-RCP2.6 and SSP2-RCP4.5 driven sce-
nario. Future projections of water abstractions to irrigate agricultural land are calculated by 
WaterGAP3 on a grid cell level (5 x 5 arcminute geographical resolution). Grid cell results 
are then aggregated to regional numbers. Figure 4-18 depicts the WaterGAP3 sub-model 
results of gross irrigation water requirements according to geographic regions of the United 
Nations Environment Programme (UNEP Environmental Data Explorer) for the base year 
2015 and 2040s as represented by the SSP2-RCP2.6 and SSP2-RCP4.5 scenarios. For the 
base year, a total of about 2,690 km3 are abstracted for irrigation. Globally, the total gross 
irrigation water requirements increase by 63% between the base year and 2040s in SSP2-
RCP2.6, and by 46% in SSP2-RCP4.5. The expansion in irrigation water withdrawals is 
primarily projected for Latin America and the Caribbean region and Africa, while the in-
crease in irrigation water withdrawal tends to only slightly increase in West Asia and mod-
erately in Europe. 

 

 
Figure 4-18: Irrigation water withdrawals calculated as ensemble mean for 2015 and 2040s 

(2032-2060) for RCP2.6 and RCP4.5 scenarios. Results consider climate forcing data of 
four GCMs and are summed-up for UNEP GEO regions. 
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Figure 4-19 shows the projection of gross irrigation water requirements on a grid-scale glob-
ally for the base year 2015 (upper map) and the SSP2-RCP2.6 (middle map) and SSP2-
RCP4.5 (lower map) scenarios in 2040. Water withdrawals are already high in Asia, partic-
ularly India and China, but will further increase in both scenarios. Here, the increase is larger 
in the SSP2-RCP2 scenario compared to SSP2-RCP4.5 due to greater expansion of the irri-
gated area. The SSP2-RCP2.6 scenario leads to increases in water withdrawals of more than 
40%, SSP2-RCP4.5 to 20%, respectively. Still, until 2040, an intensification of water with-
drawn for irrigation purposes is likely in Latin America, but also in Eastern Africa where 
new area is expected to be equipped for irrigation. In Latin America, irrigation water with-
drawals are expected to be five to six times higher than today whereas for the African con-
tinent water demand is expected to double in 2040. For East Africa in particular, a consider-
able increase in irrigation water demand by a factor of 10 is to be expected in order to support 
optimal crop growing in the future. Only minor changes in irrigation water requirements are 
expected in the future in Europe and West Asia. The reasons for increasing irrigation water 
requirements can be seen as the sum of an increase in total area irrigated, climate change and 
still quite low irrigation efficiency, which was kept constant to current conditions. 

Although important for determining future irrigation water withdrawals, the future rates of 
technological change were kept constant to current levels, i.e. technological improvements 
of water use efficiency are not considered in this study. However, sustainable water and land 
management practices have the potential to lower the amount of water needed for irrigation 
by improving water use efficiencies and are subject to socio-economic developments and 
technological changes. 
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Figure 4-19: Water withdrawal per grid cell calculated as ensemble mean for the base year 

2015 (top) and 2040s for SSP2-RCP2.6 (middle) and SSP2-RCP4.5 (bottom) taking into 
account climate forcing data of four GCMs and socio-economic developments of the SSP2 

scenario. 
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4.4 Direct and Remote Impacts: A global Perspective 

Authors: Martina Flörke, Ellen Kynast, Jenny Kupzig, Anna Schomberg, Alexander Lenz, 
Fengzhi He, Christiane Zarfl, Sonja C. Jähnig 

4.4.1 Cooling Water Gap analysis 

The objective of this analysis is to quantify the future ‘Cooling Water Gap’, here defined as 
the difference between the cooling water demand and water available for cooling. The global 
WaterGAP3 model is used to assess the possible gap between water requirements used for 
cooling purposes to produce electricity and to clean solar panels of, for example, CSP power 
plants, and the availability of water at the grid-level (i.e., 9 x 9 km at the equator). Water 
consumed by hydroelectric power plants is not considered in this analysis. WaterGAP3 is a 
suitable tool for this analysis because it computes water availability on a high resolution with 
global coverage (cf. Chapter 4.3), takes into account changes in water withdrawals in all 
economic sectors and climate change (Flörke et al., 2018), and can be used to examine the 
availability of water supply for energy systems under low flow conditions (Flörke et al., 
2012). The Cooling Water Gap analysis identifies global hotspot locations where water de-
mand for electricity production is likely not to be met in the future, i.e. where different types 
of conventional and renewable energy (e.g., CSP) may be constrained because of local water 
constraints. To perform the analysis, we first calculated monthly water availability for the 
2040s (represented by the time period 2031-2060) based on the basis of daily climate input 
parameters from four GCMs and two RCPs (see Section 4.3.1). Second, we calculated sec-
toral monthly water consumption driven by the socio-economic data (SSP2 scenario, Section 
4.2.2), electricity production data (energy scenarios, Section 4.1.2), land-use change (i.e., 
irrigated area, Section 4.2.3) and climate scenarios for the future on the grid scale. In a third 
step we determined the monthly cooling water gap as the difference between the long-term 
monthly mean water availability and cooling water abstractions within a grid cell. Finally, 
the monthly numbers are summed up to an annual value.  

Further, we designed two different cases to assess the temporal development and spatial 
pattern of the cooling water gap under the different scenario conditions: 

 Case 1: long-term natural flow conditions, i.e. total river discharge is available for 
cooling purposes. 

 Case 2: long-term natural flow conditions reduced by upstream water consumption, 
i.e. the demand of the other sectors (agriculture, domestic, manufacturing) are served 
first. 

Ensemble mean annual results of the cooling water gap considering case 1 assumptions are 
displayed in Figure 4-20. This figure synthesizes the results derived from the GCM ensemble 
for each energy-RCP combination, thus also illustrates the uncertainty ranges associated 
with the different future pathways. 
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Figure 4-20: Locations of power plants where future cooling and cleaning water requirements 

may not be fulfilled in 2040. Model results for case 1 assumptions. (a) the reference sce-
nario (IEA CP), (b) IEA SD, (c) GECO B2°C, and (d) GP Adv. [R]. 

a) 

b) 

c) 

d) 
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The reference scenario (IEA CP) still builds on fossil and nuclear energy sources which will 
increase by about 56% until 2040. The cumulative electricity production, which depends on 
water resources for cooling purposes, will likely rise up to 29,500 TWh in 2040 (+53% com-
pared to 2015). In the IEA CP, solar-based electricity production will be 8 times higher in 
2040 compared to 2015 and water will be required to for cleaning the solar panels. Although 
the water usage is low for cleaning purposes, the cooling water demand (and consumption) 
of CSP power plants can be even higher than for coal-fired power plants with tower cooling 
technology. However, it must be taken into consideration that solar power plants in particular 
produce electricity in regions where sunshine duration is high but at the same time water 
resources are scarce (arid regions). As a result of the increasing thermal electricity produc-
tion, water demand for cooling and cleaning is expected not to be fulfilled in many regions 
of the world (Figure 4-20a). 

The decarbonization scenarios contribute to climate mitigation, but cooling water deficits 
cannot be avoided as visualized in Figure 4-20b-d. For example, the increase of electricity 
production based on nuclear power, gas, and biomass (GECO B2°C) leads to an increase in 
water abstractions, which in turn drives the cooling water gap. Both scenarios, IEA SD and 
GP Adv. [R], strongly reduce electricity production from fossil fuels and nuclear power and 
rely on biomass, geothermal energy, and CSP (among other renewable resources that do not 
require cooling water or water for panel cleaning). Large-scale use of these energy sources 
to achieve the energy transition cannot contribute to reducing the cooling water gap in many 
regions of the world. 

Table 4-4 lists the Cooling Water Gap as share of the water demand potentially required for 
cooling and cleaning purposes in thermoelectric and solar-based power plants in 2040. Glob-
ally, about 44% to 59% of the water demand will not be satisfied in the future at current 
power plant locations. Hence, huge efforts have to be taken to improve or develop new tech-
nologies to safe water and to build new power plants in regions where renewable freshwater 
resources do not limit power generation. Comparing case 1 and 2 highlights the need to also 
avoid competition with other water use sectors, in particular competing water abstractions 
for irrigation (see Table 4-4, case 2), which is the main consumer of upstream water re-
sources. 

Summing up, it can be noted that modelling tools and spatio-temporal explicit indicator anal-
yses are important to identify trade-offs between energy- and water-related goals. These 
methods in combination with scenarios that draw possible future developments of the energy 
and agricultural sectors (particularly irrigation) can already point to changes that need to be 
prevented. Here, the analysis of interlinkages between available water resources and elec-
tricity generation are key to avoid trade-offs (i.e., shortages, losses) in the long-term. Com-
petition with other water use sectors for the same resource may lead to conflicts in the future. 
Therefore, aspects of water requirements of future energy systems have to be considered at 
the local and global levels in order to achieve a sustainable energy transition. 

 



Global Scenario Analysis 

156 

Table 4-4: Future Cooling Water Gap as percentage share of water abstractions to satisfy the 
demand at power plant locations. The percentages represent ensemble means of the cool-

ing water gap as water availability was determined for four GCMs. 

Scenario  RCP  Cooling Water GAP [%] 

    Case 1  Case 2 

IEA CP 4.5 46.2 51.2 

IEA SD 2.6 47.6 51.8 

GECO B2°C 2.6 55.3 58.6 

GP Adv. [R] 2.6 44 49 

 

As even energy scenarios for decarbonization still depend on water consuming technologies 
for electricity generation, losses in electricity production can be expected due to water short-
ages as a result of climate change and higher demands. Rising river water temperatures will 
put additional pressure on the energy industry in the future. The ambitious CO2 reduction 
scenario GP Adv. [R], for example, features a substantial increase in the share of renewable 
energy in the global energy mix, which contributes to CO2 reduction but may also exacerbate 
water scarcity. 

Overall, the principal cause of cooling water deficits is the increase in water abstractions for 
cooling purposes and also for cleaning solar panels in water scarce regions. The increase in 
water withdrawal correlates directly with the rising demand for electricity that is expected 
in the future due to increasing electrification. Climate change will exacerbate the situation 
in the medium- and long-term which is expected to become more severe if the change in 
water consumption of other water users is considered, too. 

In the future, cooling water shortages may occur, especially when river discharge is low and 
water temperature is close to or above the threshold set for water intake in national legisla-
tion. This strongly depends on the availability of water, not only in sufficient amounts but 
also at the right time throughout the year. On the other side, in water scarce regions, water 
abstractions for electricity production will always compete with other users. 

The availability of water resources must also be considered in case of profound changes in 
energy systems. Investments in new technologies, improvements in water and energy effi-
ciency and the examination of suitable sites are prerequisite for achieving sustainable water 
and energy security today and in the future. Next to technological advances, further measures 
should include the reduction of energy consumption. 

However, this analysis is also subject to major limitations. In particular, the power plant-
specific information on the cooling system (if not available in the database), the use of av-
erage water use intensities as well as uncertainties in the allocation of the sites should be 
mentioned. New power plants were built at the same location and equipped with the same 



 Direct and Remote Impacts: A global Perspective 

157 

cooling technology as the outdated ones, i.e. renewable energy sources (e.g. biomass) re-
placed fossil fuels directly at their power plant sites. Furthermore, technological improve-
ments were not considered in the simulations. 

Although subject to limitations, this analysis highlights the interlinkages between water re-
sources and the energy sector and the need for a comprehensive approach to identify and 
assess the potential trade-offs and synergies between SDG 6 and SDG 7. 

4.4.2 WSF and ESA 

The spatially explicit analyses of the Water Scarcity Footprint (WSF) and other environmen-
tal impacts (ESA) in Chapter 3 lead to the following conclusions on a global perspective: 

1. Only selected contributions are on-site, the far greater part of the environmental im-
pacts takes place in the preceding chains and thus can be characterized as a remote 
impact. 

2. International preceding chains are complex and far-reaching and need to be con-
stantly further regionalized in order to be able to allocate contributions and identify 
hotspots. This is especially true for mining resources such as gravel and sand, fossil 
fuels such as natural gas, the chemical industry, and energy wood, as the studies 
conducted here suggest. 

3. Local actors can only exert little influence on international supply chains, because 
this is only possible to a limited extent. Nevertheless, consideration of the entire sup-
ply chain should come more and more into focus in the near future, both at the level 
of local actors and at higher levels up to the international community. Local actors 
can make an active contribution to reducing the environmental impact of energy pro-
duction plants, especially through careful planning in advance, i.e. evaluating 
measures to reduce raw material and water requirements. 

4. In order to be able to implement the energy transition globally in a sustainable man-
ner, problem shifting must be avoided. This is only possible if potential teleconnec-
tions for energy generation plants are identified in advance. For this purpose, a global 
and a regional perspective must be adopted at the same time, the former in order to 
be able to analyse the global value chains, i.e. the upstream activities, and the latter, 
i.e. the downstream activities, in order to be able to assess the regional impacts of 
each of the components of the upstream chain. 

4.4.3 Megafauna analysis 

Given the large amount of potential capacity across the world (Hoes, Meijer, van der Ent, & 
van de Giesen, 2017) and its relatively lower cost compared to other renewable energy pro-
ductions (e.g. solar, geothermal, wind, and biofuel; (IEA, 2020c), hydropower has received 
major attention with over 3500 dams under construction or planned, however, often in basins 
with high level of freshwater biodiversity (Hermoso, 2017; Winemiller et al., 2016; C. Zarfl, 
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Lumsdon, Berlekamp, Tydecks, & Tockner, 2015). Besides electricity generation, hydro-
power plants and associated dams and reservoirs often provide other services including flood 
protection, water supply for drinking or irrigation, and supporting recreational activities and 
aquaculture (Berga, 2016). 

Although it has often been promoted as clean green energy, hydropower has a major influ-
ence on the environment (Botelho et al., 2017). Obviously, dams alter natural flow regimes 
but also impede transport of nutrients (e.g. carbon, nitrogen, phosphorus, and silicon) and 
sediments along rivers (Gupta et al., 2012; Maavara et al., 2020). Considerable amounts of 
greenhouse gas emissions could be released from reservoirs and downstream rivers of dams 
(Guérin et al., 2006; Maavara et al., 2020). Furthermore, dams block movement pathways 
of freshwater species, posing profound impacts on freshwater biodiversity (Winemiller et 
al., 2016; Hermoso, 2017; Couto & Olden, 2018). Within the WANDEL project, we used 
freshwater megafauna (i.e. freshwater animals that can reach a body mass of 30 kg or more; 
He et al., 2017) as surrogates to explore the potential impacts of dams and reduced river 
connectivity on freshwater biodiversity, with a two-step approach. 

 

Figure 4-21: Choropleth map of sub-catchments (HydroBASINS level 8) according to species 
richness and threat status on a global scale (Zarfl et al., 2019) 

In the first step, we combined, at the global scale, comprehensive information on 6,862 ex-
isting large dams (i.e., at least 15 m high and 0.1 km3 storage capacity) from the GRanD 
database (Lehner et al., 2011) and 3,682 future hydropower dams (i.e., with a capacity over 
1 MW) from the FHReD database (C. Zarfl et al., 2015) with data of 207 freshwater mega-
fauna taxa (He et al., 2018). We used HydroBASINS level-8 sub-catchment as spatial units 
to overlap distributions of dams and freshwater megafauna taxa and considered their conser-
vation status assigned by the International Union for the Conservation of Nature (IUCN) 
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Red List of Threatened Species (here after referred to as IUCN Red List; IUCN (2016), 
version 2016-3). In total, 3,729 existing large dams are located in sub-catchments with fewer 
than five freshwater megafauna taxa and a proportion of less than 50% of threatened taxa 
(i.e. assessed as Critically Endangered, Endangered, or Vulnerable on the IUCN Red List). 
In addition, 1,358 hydropower dams are planned in these sub-catchments (category A in 
Figure 4-21). Sub-catchments with fewer than five freshwater megafauna taxa and a share 
of less than 50% of threatened taxa (category B) already have 2,527 dams built within them 
and have 1,894 hydropower dams planned. In addition, sub-catchments with high freshwater 
megafauna richness (i.e., at least five species) and high share (i.e., over 50%) of threatened 
taxa (category D) also expect a considerable number of future hydropower dams. For exam-
ple, the Mekong Basin, a diversity hotspot of freshwater megafauna (i.e., 22 taxa) with a 
high share of threatened taxa (i.e., over 50%) will expect 30 hydropower dams in the future. 

 

Figure 4-22: Taxa richness of freshwater megafauna in rivers over 100 km and distributions 
of existing and planned dams. 

In the second step, we included more existing medium-size dams from the GOODD database 
(Mulligan et al., 2020) in addition to those from GRanD and FHReD databases. A total of 
23,579 dams were included in our analysis (Figure 4-22). Here we focused on river sections 
themselves, accounting for effects on connectivity of rivers and associated riparian areas. 
Moreover, we considered four dimensions (i.e., longitudinal, lateral, vertical, and temporal) 
of river connectivity and other stressors (e.g., water consumption and infrastructure along 
rivers) that can also reduce river connectivity in these dimensions. Following Grill et al. 
(2019), we measured the connectivity status of river reaches inhabited by freshwater mega-
fauna using the Connectivity Status Index (CSI) for two scenarios: a current (considering 
only existing dams) and a future (including both existing and future dams) scenario. The CSI 
included information on different stressors including fragmentation, flow regulation, sedi-
ment trapping, water abstraction, and urban areas and road density along rivers. Rivers with 
all sections having CSI values ≥ 95% are considered as free-flowing rivers (FFRs; Grill et 
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al., 2019). Patterns of river connectivity vary among basins with high level of freshwater 
megafauna diversity under the current scenario. For example, most rivers in the Amazon, 
Orinoco, and Congo basins are free-flowing. However, in Danube, Mississippi, and Yangtze 
basins, most rivers with a length over 500 km are highly fragmented. If all the planned dams 
were built, hundreds of current FFRs that harbor freshwater megafauna would lose their free-
flowing status in the future, particularly those large rivers over 500 km. These rivers are 
mainly in basins with high levels of freshwater megafauna diversity, including Amazon, 
Mekong, Ganges, Congo, and Irrawaddy. Freshwater megafauna species such as river dol-
phins, manatees, large migratory catfish and giant turtles are subject to threats of further 
reduced river connectivity. 

Our results suggest an urgent need to balance biodiversity conservation with dam develop-
ment in order to fulfil international agreements, including the European Water Framework 
Directive, the SDGs (e.g., SDG 6 on restoration of freshwater ecosystems and SDG 15 on 
species conservation) and the Aichi biodiversity goals. Conservation actions to safeguard 
freshwater megafauna and overall freshwater biodiversity may include prioritizing locations 
and operations of planned dams and updates of IUCN Red List assessments in those regions 
subject to future loss of river connectivity. 
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5 Outreach and Transferability 

5.1 Environmental Sustainability Assessment (ESA) 

Author: Alexander Lenz 

Due to the composition of its set of indicators the environmental sustainability assessment 
(ESA) allows a direct comparison of the environmental impacts of the case studies of the 
WANDEL project. Furthermore, the underlying life cycle inventory shows in detail how the 
values come about, i.e. at which point in the construction and operation phase which impacts 
occur and what share they have in the overall impacts. In this context, the consideration of 
the upstream chains is of particular importance since many impacts with a strong environ-
mental impact occur remotely (so-called remote impacts). The extent to which this is the 
case is presented and discussed in detail in Chapter 3.  

5.1.1 Significance of the ESA for the EIA of energy plants 

The ESA allows for a more comprehensive consideration of environmentally relevant im-
pacts of energy systems than the traditional EIA. As already explained, off-site environmen-
tal impacts represent a very large proportion of the total amount of impacts. For example, in 
the course of the construction phase, not only the construction of the plant causes direct 
environmentally relevant impacts, but above all the resource extraction for and the produc-
tion of the construction materials. This is the case for both fossil and renewable energy 
sources. During the operating phase, too, there are considerable environmentally relevant 
impacts away from the plant site. In particular this applies to electricity production based on 
fossil fuels, which depends on a permanent resource input. However, the present results 
show that energy production through the conversion of biomass into electricity and even  
CSP technology also depend on such input. The fact that the availability of this permanent 
resource input goes hand in hand with occasionally serious environmental impacts is a cen-
tral point that the ESA, in contrast to the EIA, can identify and assess. 

Furthermore, on the basis of the life cycle inventory the ESA is suitable for showing at which 
points in the upstream chain environmental impacts can be reduced or even avoided. This 
would be possible both during plant planning and retrospectively for existing energy pro-
duction sites if the data were sufficiently concrete. To reduce environmental impacts, it is 
essential to make companies use material from those locations where their production is 
associated with less severe environmental impacts. Hence, they must be made subject to 
product liability by legislation or environmental damage has to be priced respectively. One 
example for how legislative acts may lead to closer looks on supply chains is the German 
supply chain law (“Lieferkettengesetz”). Starting in 2023, big companies must prove the 
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origin of production materials and that, broadly speaking, human rights are respected within 
the supply chain. If they fail to prove the latter, they can be sanctioned. 

Analogously to the visualised supply chain law, carrying out an ESA compels project spon-
sors to have a closer look on certain supply chains, with a focus on their ecological impacts. 
Following this approach, the individual LCA indicators can be used to identify most critical 
impacts. What is more, a higher use of building and operating materials from sites with lower 
environmental impacts puts economic pressure on those sites with higher impacts. In conse-
quence this inevitably leads to impact reductions on the latter as they must remain competi-
tive. This shows that, for example, the water scarcity footprint and the energy footprint – 
provided they are applied consistently and correctly – is a significant condition to achieve 
SDGs 6 and 7. 

Therefore, the ESA proves to be a very useful and important addition to the conventional 
EIA or might even replace it. Above all this is true against the backdrop of increasing envi-
ronmental and sustainability awareness, especially in the case of large-scale projects such as 
the power plants under consideration. In order to achieve the SDGs formulated by the UN, 
a comprehensive approach to the assessment of anthropogenic processes is indispensable. 
The ESA can be seen as a basis for this as it identifies both the indirect impacts occurring 
along the supply chain, whether they are remote or on-site, and the direct impacts in situ. 

Another important aspect of projects such as energy plants which is considered in conven-
tional EIAs and can be widely improved by using LCA methods are the impacts associated 
with the demolition or subsequent use of buildings and technical facilities after they have 
been abandoned. This aspect should be implemented in future ESA and will lead to detailed 
information if data is available in sufficient quality and quantity. For this purpose, not only 
the fate of the building materials obtained during demolition and the expenditure made for 
this, might be considered in LCA terms, but also the subsequent land use of the site and the 
natural flora and fauna that may become established after a certain period. 

To prevent or reduce significant negative environmental impacts it is important to have de-
tailed information on possible avoiding and compensatory measures as early as possible 
while planning a project. Such measures are an essential part of classic EIA and of great 
value for the protection of resources. They may either be specific project features that help 
to prevent or reduce significant negative environmental impacts or external measures with 
the same objective or aiming for impact compensation. The use of LCA methods enables the 
ESA to quantify exactly how much specific measures reduce or compensate the impacts of 
the project in planning.  

5.1.2 Transferability to other regions and (energy) systems 

The methodology used for the preparation of the ESA is designed to be able to examine and 
compare different processes at different locations. The unlimited transferability of this meth-
odology to the diverse geographical regions of our planet and to other (energy) systems is 
primarily limited by the indicators and databases used. 
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For example, Koellner and Scholz (2007) point out that the Ecosystem Damage Potential 
indicator they developed, which serves as an indicator for the Land Footprint in this study, 
is based on biodiversity data from Central Europe and that an error-free application for other 
regions would require the implementation of further region-specific biodiversity values. This 
was not done in the present study for the two case studies outside Europe due to a lack of 
concrete biodiversity data. Although the effects of land use on biodiversity could vary 
greatly from region to region, Koellner and Scholz (2007) argue, that the indicator could be 
used as a reference method for other regions. 

Against this background, the developed methodology for assessing the sustainability of an-
thropogenic processes and their upstream process chains is to be understood as such a refer-
ence method and not as a self-contained, unrestricted and immediately applicable tool. 

Thus, the ESA is to be seen as an interface between the classical EIA and science-based 
sustainability indicators. The indicators used for the analysis of the case studies considered 
are designed to show a large part of the project-specific impacts in a comparable way. Some 
environmentally relevant aspects are left out of this analysis and must either be covered by 
other indicators or explained and evaluated verbally as it is done in this study, e.g., regarding 
the landscape as a protective good.  

Anyway, the set of chosen indicators provides a comprehensive insight into the multifaceted 
environmental impacts of construction projects. Due to the common reference value of 1 
kWh, the results are directly comparable. Processes that have the greatest impact during the 
construction and operation phase can be identified in the hotspot analysis. Applying ESA, 
the sustainability of energy production can be presented in a clear and transparent way.  

5.1.3 Requirements for the applicability of the ESA in practice 

The ESA is a suitable tool for assessing the sustainability of various processes. The use of 
extensive, already existing databases allows detailed conclusions to be drawn about con-
struction- and operation-related impacts along the entire cause-effect chain. The incorpora-
tion of case-specific data into these databases and, in particular, the regionalisation of deci-
sive resource flows allows precise statements about causal relationships. At the same time, 
a verbal-argumentative approach, as is common in conventional EIA, makes it possible to 
supplement information that the environmental indicators are not able to depict, or not in a 
suitable manner. To make ESAs applicable in practise there are several technical and meth-
odological requirements that are outlined as follows: 

1. There is a great need of detailed data and sometimes expensive databases about the 
specific project. These data may not only be descriptive but are required to be nu-
meric in wide parts as they are supposed to be used in databases. Therefore, it is 
necessary that the project sponsor and other involved parties such as authorities pro-
vide detailed and comprehensive data. 

2. Furthermore, it is evident that the improvement of existing indicators is indispensable 
for the use of ESA in practice. By way of example, the EDP indicator needs to be 
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adopted to further biogeographic regions, as mentioned above. Which indicators ap-
pear suitable for a high number of different projects and how they are to be used in 
detail needs further investigations. 

3. As a result of this, there is a need for a precise definition of which indicators are to 
be used for future implementations of ESA. This definition must be worked out by 
scientists, policymakers and future ESA users together to ensure that the ESA can be 
implemented in the most efficient way giving the required outcome. 

4. The EDP indicator proved to be useful to outline the impacts of occupation and trans-
formation. This is especially true as the indicator is required to identify general re-
mote impacts on ecosystems. Nevertheless, it is indispensable to assess the in-situ 
impacts on flora and fauna not only by indicators but by acquisition of data in the 
construction area, i.e., mapping of relevant species. This is the only way to identify 
any negative effects of planned projects on endangered species, local populations etc. 
Of course, this is not true for ESA being carried out in retrospect if such local data 
never has been acquired. 

5. As pointed out in Chapter 2.1, the four case studies differ strongly in data availability, 
quality and quantity. One big advantage of the ESA, in contrast to the EIA, is, that 
there is a profound database in its background that is capable of compensating data 
scarcity to a certain point. This point is case study specific and depends strongly on 
the character of the project. Whether there is a need for a definition of minimum 
required data or not requires further research in terms of comparing different projects 
and analysing specific data requirements for the latter. 

6. The results of an ESA widely depend on the used LCA database. Consequently, fur-
ther improvements of such databases lead to better results of ESA implementations 
and should be further promoted in order to identify and name a project’s most severe 
impacts both in solitary LCAs and in ESAs. 

As shown above, on the one hand meeting the named requirements needs a great deal of 
scientific work. On the other hand, suitable policy frameworks are necessary. Legislature 
needs to work out for which kind of projects ESAs must be carried out. This may be done 
analogously to Appendix 1 of the current German environmental impact assessment law 
(“UVPG”), in which criteria are defined for projects requiring conventional EIAs. E.g., cur-
rently it is compulsory to carry out an EIA for the construction and operation of power plants 
with an electrical capacity above 200 MW. Hence, in the future such projects may require 
an ESA instead of an EIA. As a matter of course, such thresholds need to be defined for 
other types of large-scale projects, such as the construction and operation of dams, airports, 
factories etc.  
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5.2 Risk Analysis 

Authors: Jazmin Campos Zeballos, Liliana Narvaez, Zita Sebesvari 

Like any other industrial system, energy systems are exposed to natural hazards that could 
intensify due to climate change. Understanding the risk of a system to those hazards, identi-
fying its strong and weak elements, and its negative and positive feedback loops within the 
system will help make decisions to increase resilience. Adaptation of renewable energy sys-
tems to climate change is necessary due to its increasing share in the global energy matrix 
and its key role to mitigate climate change. 

The risk assessment undertaken in WANDEL is highly relevant for the global energy market 
since it enables to analyse the risk of biomass-based energy generation to droughts in the 
context of climate change. It provides a first-ever social-ecological-technological system 
analysis of a sugarcane-bagasse based electricity generation model. Transferable elements 
include the conceptualization of the social-ecological-technological system and the indica-
tor-based risk assessment methodology. In the following, we describe the risk assessment 
methodology with respect to its transferability. 

5.2.1 Aim of the risk assessments in the context of biomass-based electricity genera-

tion 

Through a risk assessment, potential adverse impacts of, e.g. droughts exacerbated by cli-
mate change on a socio-ecological system can be identified (Reisinger et al., 2020). Risk 
assessments can help better plan the energy matrix and expansion considering both the water 
and energy-related SDGs and their achievements as well as the goals laid down in the Na-
tional Adaptations Plans. Furthermore, it can shed light on the spatial distribution of exposed 
and vulnerable elements and thus helps to identify suitable areas for intervention to increase 
the system resilience under analysis.  

5.2.2 Basis for the transfer 

Although the methodology was applied in Brazil to sugarcane-based energy generation, the 
method can be applied globally after necessary adjustments.  

The flexibility of risk assessment in its components gives the possibility to thoroughly ana-
lyse and assess a system considering social, environmental, and technological aspects.  

Its components are designed to characterise levels of impact of natural hazards, identify ex-
posed elements, and understand each subsystem's vulnerability. The data acquisition and the 
complexity of its further analysis will depend on the number of hazards analysed, the com-
plexity of the energy system, and the data availability for a vulnerability analysis.  

When data is available, the risk assessment will be a powerful tool to inform decision-makers 
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about opportunities for improvement and risk reduction to increase resilience to future cli-
mate change and potential adverse impacts. However, if data availability is insufficient, the 
uncertainty of the analysis increases. Data for hazard analysis, and data for some exposure 
indicators, can be acquired by processing remote sensing data. However, data related to vul-
nerability, such as the quality of health services, existence and access to insurance for crops, 
is typically much localized and often lacking. Other social information, such as education 
level of the population, can be retrieved from national or governmental databases. Access to 
data – or lack thereof - on the energy generated by the plants' can also hinder the analysis, 
limiting the evaluation to assumptions about the plant design and sources used. Another fac-
tor to consider when doing risk assessments is that historical data might not always be avail-
able. 

The system's delineation, the definition of their components, and geographic extension are 
crucial to have a meaningful analysis, which includes all the key elements as this is the basis 
for identifying the hazard or multiple hazards that the area is exposed to. Therefore, it will 
subsequently influence the definition of indicators and thresholds for the hazard characteri-
sation. 

The subsequent stakeholders' identification and involvement will depend on the characteris-
tics of each subsystem. For water-related hazards, national and local authorities should be 
consulted to understand the whole system and to identify other relevant stakeholders for the 
system. Stakeholders will point to reliable data sources for hazard, exposure and vulnerabil-
ity indicators. 

The elements at risk are the exposed elements to include in each subsystem for the exposure 
assessment. Furthermore, the vulnerability assessment indicators will be built to understand 
the extent of the "propensity or predisposition to be adversely affected" of the exposed ele-
ments. A vulnerability assessment of energy systems will always include the social, ecolog-
ical, and technological aspects. 

5.3 Optimizing the Control of a Cascade of Hydropower Plants and Barrage 
Systems 

Authors: Swantje Dettmann, Sarah Dickel, Tobias Vogtmann, Stephan Theobald 

The optimization tool of the Eder and Diemel dams only needs a short computation time to 
simulate the discharge of the river system of approx. 405 km showing the effects of the 
operation of the dams on the river system. With the help of the optimizer integrated in RTC 
tools, the best optimal operation strategy can be determined for various management cases. 
Due to these features, the model can be used as a decision support system (DSS) for operat-
ing the Eder and Diemel dams, provided that forecast data is available. The optimization tool 
was handed over to the participating practice partner, the German Federal Institute of Hy-
drology (BfG), and can be used successfully to support decision-making.  
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The tools that were utilized or further developed for the cascade of hydropower plants on the 
Upper Danube make use of a one-dimensional hydrodynamic numerical (HN) model to 
model the hydraulic respectively hydrodynamic conditions within the 36 km long section of 
the Danube. The control algorithms installed on the real plants were copied into the simula-
tion environment and coupled with the HN model which offered a wide range of investiga-
tions to be carried out about the impact of different management strategies on the hydraulic 
behaviour of the reservoirs as well as on further aspects such as - addressed in this study - 
the generation of electricity. Additionally, in cooperation with the company KIMA, the sys-
tem was augmented and transformed into a user-friendly training tool be used by the staff of 
the practice partner. 

Both the results from the case studies and the tools developed in the course of the project 
can be transferred to other river systems. In order to carry out the investigations described 
in Chapter 3 on the operation of a cascade of hydropower plants or the optimization of dam 
network systems for other river systems, HN models of the relevant sections must be created 
and integrated into the system as well as the regulatory structures and management rules. 
For a successful adaptation of these tools, advanced skills in using the modeling software 
are required. In addition, the system has to be calibrated using records of water level and 
discharge hydrographs prior to starting the examinations. 

It is essential to understand the interdependencies in the modeled river system for the inter-
pretation of the results. Because of their limited storage capacity, run-of-river hydropower 
plants only have a minor influence on the security of water availability, but they can help to 
reduce the effects of flood events if operated accordingly. When it comes to controlling stor-
age dams, the short-term control analyzed in WANDEL always has to be evaluated and as-
sessed in the context of year-round reservoir management as it is possible that the DSS meets 
all targets for a short period of time, but at the same time inhibits further support in the event 
of low water.  

Both for the control of a cascade of hydropower plants as well as for the management of 
systems with multiple dams, the tools developed in WANDEL help the operating personnel 
for controlling the systems in real-time in the best possible way. 

5.4 Governance Options 

Author: Tobias Landwehr 

5.4.1 Significance of the governance approaches 

5.4.1.1 Energy-Water Security Assessment Set 

There is no such thing as an ideal indicator set, not even for a single task or a prob-lem, as 
Arndt et al. (2006) noted. This is because each to-be-indicated issue obliges the context- 
based subjectivity of in-dicator selection. This also holds true for energy-water security, 
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where there is a gap be-tween local and global analysis approaches that WANDEL seeks to 
close. 

The IUSF research jumps in as a gap closer that not only links SDGs 6 and 7 within the 
Brundtland perspective, but also chooses the yet untouched regional scale for the indication. 
It hence serves as a bridge between national/global goals and local hands-on problems by 
assessing regional energy-water security. 

A good example is the W4EF, which already tackles the energy-water correlation and is 
completely functional in its physical data-driven mindset. The approach deals with the en-
ergy-water relation on a local scale (Lemoine and Bellet, 2015). However, it is unsuit-able 
for detecting structural problems, as certain aspects are not included at all, e.g. gov-ernance, 
competition or constraints on the water source (e.g. via droughts). 

In contrast, however, stands the SDG reductionist approach.  The SDGs disentangle global 
challenges into different targets and operate from an overarching macroscale that strengthens 
problem realization. However, ostensible SDG separation might lead to a cer-tain blindness 
or a simplification regarding interconnected issues (Zhang et al., 2016). 

5.4.1.2 Stakeholder Imbalance Reduction (Morocco) 

The IUSF research emphasizes the importance of pragmatic and participatory stakeholder 
inclusion in complex human-environment systems like the WEF-Nexus, especially in a 
local/regional context of the MENA region. Here, WANDEL held several workshops in the 
Middle-Drâa-Valley (MDV). In the last WANDEL workshop the gap between stakeholders 
– which was defined as the verto-horizontal disconnect – could be diminished via so called 
public action situation encounters, a methodology that joints normally separated stakeholder 
groups in joint problem analysis activities. This is a highly important step for strategy 
implementation as it creates a necessary common ground for WEF-challenge strategy 
application between stakeholders. 

Post-Worskshop IUSF investigations demonstrated moreover via emergence analysis 
that pragmatic and participatory approaches were not very enrooted within the in the 
MDV stakeholders (and that they are most likely also not in MENA (Fayiah et al., 2020; 
Terrapon-Pfaff et al., 2018; Faysse et al., 2018)). The trust of both Public Profes-sionals 
(PPs) and citizens stakeholder in programs, organizations and politics that support pan-
acea solution is still quite high. A similar observation of trust is made for rather top-
down mid to grand scale solutions like reservoirs. The likelihood, that stakeholders are 
not aware of the panacea nature of programs, organizations and politics - that impedes 
the application of sustainable WEF-challenge strategies (Pahl-Wostl, 2015) and struc-
tures like reservoirs is given and this would, indeed, endanger the application of long-
term sustainable energy-water security strategies. 

5.4.1.3 State of Water Basin Committees (Brazil) 

Extensive expert interviews were carried out to receive an insight in the Goiás energy-water 
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security administration and jurisdiction, with a focus on the important structure of water 
basin committees. The interviews delivered worthwhile insights that more often than not are 
not reflected in official reports. 

As anticipated the interviews revealed that particularly important structures are Commit-
tees, which theoretically are quite strong and democratic. Government participation is lim-
ited to 40%, including the 3 spheres of government. The users have 60% of the votes of the 
Committee, divided between energy producers, farmers with farms of different sizes, and 
civil society through NGOs. The Committees are a council that recommends the policies to 
be taken in the basin in which they find themselves, counting on a way of self-financing that 
guarantees greater independence (Freitas et al., 2018; Ministério de Minas e Energia, Secre-
taria de Planejamento e Desenvolvimento Energático Departamen-to de Informações e Es-
tudos Energéticos, 2020). 

It is a promising and democratic tool but faces limitations with the internal cleavages be-ing 
significant, where many times we have impoverished farmers discussing with highly edu-
cated engineers of the powerful electric sector or big farming conglomerates and also finan-
cial imbalances, that make them unable to act. This holds especially true for areas in the 
sparsely settled area of the Centre-West (and thus Goiás). 

The Committees are thus theoretically well-designed tools that face significant realization 
problems that compromise sustainability and security in the energy-water context by not 
guaranteeing necessary (ecologic, technical (e.g. surveillance of sedimentation at reservoirs) 
etc.) standards. 

5.4.2 Transferability 

Energy-Water Security Assessment Set 

The IUSF research offers a new, holistic approach, based on a profound set of main and sub-
indicators, for enabling different stakeholders to judge the regional security of water- de-
pendent energy generation. The indicator system is a toolbox that allows the user to evaluate 
their local energy security based on carefully reasoned out criteria and definitions that are 
flexible enough to adapt to the manifold different situations that arise in regional energy 
generation. They can also be utilized individually for specific ques-tion only analysis, if a 
user so desires. 

The set is designed independently for (sub) basin or administrative regions and thus suffers 
no restrictions regarding transferability. Practitioners on the whole globe might use it. Prac-
titioners are administrations, NGOs, researchers or politicians, that seek a regional securi-ty 
elevation of their water dependent energy generation in the sustainable SDG context. 

Stakeholder Imbalance Reduction 

All in all, the IUSF research on strategy application to amend or overcome Water-Energy or 
Water-Energy-Food-Challenge sits into the observation of Pahl-Wostl (2019); Ostrom and 
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Cox (2010) that the nowadays prevailing panacea solution in governance are not apt to ac-
count for the highly localized complexity of WEF-Nexus problems and that indeed prag-
matic and participatory contexts like public action situation encounters offer a promising 
perspective for sustainable solutions for local/regional WEF-challenges in the MENA. 

The methodologies are easily transferable to other regional energy-water stakeholder imbal-
ance settings, as the methodology is not bound to the specific context of the MDV. It is 
flexible, as the main prerequisite is former analysis of local stakeholder structure and their 
degree of interwoven action/communication. 

State of Water Basin Committees 

The theoretic concepts of the basin committee methodology would be easily transferable to 
quite every energy-water situation on the globe. However, as mentioned above, the real con-
ditions often prevent the realization, so that committees cannot enact their full poten-tial. 
Analytical approaches like the expert interview applied by the IUSF reveal such situa-tions. 
Based on the findings, improvements might be initiated like the Brazilian national water 
agency (ANA) tries with their Progestão e Procomitê, programs that seek to address this 
difference at the federal and state levels of water resources management and resolve the 
internal difference between committee participants, which was, however, initiated in-de-
pendently of the WANDEL research findings. 

5.4.3 The results in practice 

The methodologies presented in the research offer methodological baselines that suffer little 
restriction of application by data or resources. The assessment set is based upon al-ready 
existent data sources that are either based on published and continued research or adminis-
trative, but not overly complex base data (i.e. population data). In case of missing data, the 
assessment set is easily adjustable via omission of certain sub-indicators, which is reflected 
in its rating. The other two methodologies (expert interviews and public action situation en-
counters) are theoretic approaches, which are quite straightforward and not lim-ited by re-
sources. 

The methodology of the research is thus easily reproducible with sufficient human re-
sources, i.e. a small one- or two-digit researcher group. It is moreover recommended to en-
hance the research to other regions of the globe to reveal, whether stakeholder imbalances 
or the lack of realization of good administration concepts like committees is a general issue 
in the energy-water security context, that ought to be fixed. The presented assessment tool, 
the public action situation encounters or methodologies pointed out by the expert inter-views 
in Goiás are worthwhile approaches to identify in how far energy security is restrict-ed or 
even endangered by (mismanaged) water supply. 
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6 Key Findings and Policy Relevant Recommendations 

This chapter summarizes the key findings of the WANDEL project. Based on our experi-
ences from the project, we have derived policy relevant recommendations that are particu-
larly directed to actors involved in water management and energy transition planning. The 
insights that we have gained in WANDEL convinced us that actors from public authorities, 
companies, civil society organizations, NGOs, international development organizations, and 
research can benefit from our findings. Findings that help to prevent trade-offs between SDG 
6 and SDG 7 and to achieve synergies. 

6.1 Key Findings from the global scale 

 We show that the future structure of the power supply and thus the future water de-
mand for power generation are subject to high levels of uncertainty. This is due to 
the fact that water withdrawal and consumption intensities of electricity generation 
vary significantly depending on the choices made in the coming years regarding 
power generation technologies and cooling systems. 

 Our results show that ambitious decarbonization scenarios involving wide-scale de-
ployments of renewables and a high electrification rate of the end use achieve the 
lowest water intensities. However, in combination with inefficient power plant and 
cooling technologies these strategies in absolute terms, could consume more water 
than less ambitious decarbonisation scenarios. 

 The Environmental Sustainability Assessment (ESA) allows for a more comprehen-
sive consideration of environmentally relevant impacts of energy systems than the 
traditional Environmental Impact Assessment (EIA) due to more detailed analysis of 
upstream supply chains. 

 Strategies for reducing the water scarcity footprint and the energy footprint are es-
sential for achieving SDGs 6 and 7. These indicators support the identification of 
(adverse) opposite influences. 

6.2 Key Findings from the Case Studies 

 Simulation tools are important to identify trade-offs between hydroelectricity 
generation and water resources. Further developments supported the optimisation 
of technological measures to control the operation of a cascade of six hydropower 
plants at the Upper Danube by implementing an onsite training simulator to effi-
ciently practice personnel. 
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 Simulation-based optimization of the reservoir management at the Eder and 
Diemel dams (both located in the Weser river basin) supports the identification 
of measures for an adapted management of available water resources. In the con-
text of short-term management, the tool allows for quantity- and time-adjusted 
releases of water resources from the storages. However, it turned out that dam 
releases to raise water levels during prolonged dry periods are hardly practicable. 

 Hydroelectricity generation can be increased by increasing the target water level, 
and with smoothed discharge levels there is less wear on the construction with 
unchanged total power generation. 

 The drought risk assessment results of Rio dos Patos basin showed the im-
portance of the protection of key areas (for example riparian areas) to reduce 
drought risk and drought impacts as well as the need for a platform to monitor 
the protected areas in order reduce the overall risk for the environment. Protected 
areas reduce the vulnerability of the region to water related hazards, while the 
monitoring increases the awareness of farmers for the importance of these areas. 

 Access to weather forecast and information about soil moisture was found im-
portant to reduce the drought risk of sugarcane production; however, an early 
warning is still missing in the sector and it contributes to the vulnerability of the 
system. 

 Farmers, sugar mill managers, and researchers are aware of the impacts of cli-
mate change and drought events. Farmers are willing to provide monetary con-
tribution or land to build small dams and water storage for the dry season and 
they believe that these are a crucial adaptation mechanism of the sugarcane sys-
tem to climate change and a likely increase in the frequency of drought events. 

 The case study for Morocco shows that water supply and demand developments 
prove to be the most critical components in the analysed water-energy-agricul-
ture nexus setting, with water ultimately becoming the limiting factor for all 
other sectors. 

 The scenarios developed in conjunction with the local stakeholders for the case 
study region in Ouarzazate Morocco show that the extent and frequency of un-
met water demand will depend on social and economic developments. But even 
with major changes towards sustainable water use in the Middle Drâa Valley, 
the energy and agricultural sectors - and consequently local livelihoods - are 
likely to be negatively affected by the diminishing water supply. 

 With few exceptions, the impacts of energy systems identified using Life Cycle 
Analysis (LCA) indicators point to remote impacts on the environment, espe-
cially on water resources. Nevertheless, significant environmental on-site im-
pacts often cannot be identified using LCA indicators at case study level but de-
scriptive methods. 

 In this context, the ESA is universally applicable in different geographical re-
gions and transferable to other (energy) systems. However, it must be pointed 
out that the underlying indicators require numerous input data, some of which 
are only commercially available. 
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6.3 Policy relevant recommendations 

 To achieve the SDGs as set up by the United Nations, a comprehensive approach to 
assess anthropogenic impacts is indispensable and needs to be implemented manda-
torily. Spatially explicit analyses reveal hotspots of environmental impacts along 
the case study supply chains. We conclude that a spatially explicit environmental 
assessment of upstream supply is a suitable tool to identify and evaluate telecon-
nections, and hence, should be considered when designing energy supply concepts 
and infrastructures to avoid problem shifting. 

 Reducing greenhouse gas emissions (GHG) from electricity generation does not 
necessarily lead to a reduction in water demand. Energy transition strategies should 
therefore consider not only the potential to reduce GHG, but also other environ-
mental dimension such as the water demand and impacts on biodiversity of the fu-
ture energy system. 

 Long-term energy scenarios are required that fully consider the impacts on water 
resources and biodiversity onsite and remotely of the modelled (planned) energy 
system. In order to address future energy generation (SDG 7), the common optimi-
zation with regard to climate targets (SDG 13) should be extended to cover water 
quantity and quality targets (SDG 6) as well as biodiversity and ecosystem health 
(SDG 14 and 15). This in turn raises methodological questions regarding a multi-
target optimization problem. 

 To reduce environmental impacts, it is essential to make companies use material 
and resources from those locations where production is associated with less severe 
environmental impacts. In order to achieve this goal, product liability should there-
fore be imposed by law, or environmental damage should be priced. 

 Available water resources and different technological options for both power plants 
and cooling systems should be explicitly considered when designing and evaluating 
future electricity systems. Incentives to improve the water use and power genera-
tion can help to increase the amount of electricity that can be injected into the grid 
during the dry season and drought events. 

 The impact of climate change on water resources needs to be considered in order to 
derive (optimized) operational requirements of conventional and renewable power 
generation. Further research on the effects of long drought events for power genera-
tion in combination with the severe ecological and socio-cultural implications 
should be conducted. 

 A targeted, optimised reservoir release can effectively realise the operational re-
quirements for hydropower generation so that the use of the available water re-
sources is optimised. Against the background of climate change, the adjustment of 
long-term operational requirements can support conserving water for the achieve-
ment of short-term goals. 

 Cascades of run-of-river power plants are suitable for providing operating reserves 
and can thus contribute to achieve (green) energy and water security. The develop-
ment and use of a training simulator and optimisation tool to control river discharge 
are valuable technical aids to practice the operating staff, particularly in case of 
critical discharge situations. 
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 The focus of discussions and applications of the water-energy nexus has mainly 
been at national or global levels. For an improved understanding of the interlink-
ages and potential conflicts between energy and water more studies are needed that 
analyse the water-energy nexus at the local level. Here, the assessment of the wa-
ter-energy nexus also should include participation of multiple actors to allow for 
comprehensive analyses that consider resources and human dimensions of the 
nexus. This will not only help to avoid competition for water resources between 
sectors but develop strategies for synergies. 

 Farmers and sugar mill owners are well organised, and have been working to im-
prove the sector´s water use efficiency. Currently better infrastructure (technology 
used in the mills) and access to small dams are key to reduce the drought risk of the 
sector. Proactive government involvement and a plan to identify spots where small 
dams can be built can help to better plan water allocations and storage in the region 
avoiding jeopardising the ecological flow of the river. 

 There is still a need to bridge science with policy. Research is key to reduce onsite 
and remote impacts on water resources due to electricity production based on con-
ventional and renewable energy systems. During the project it became clear that the 
research and institutional lines and actions in the energy sector were mostly 
planned without agreement with institutions from the water sector (or others) and 
sometimes were not aware of the research undergoing in the sector. 
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Annex A: Supplementary Material Chapter 2.2 

The following section will be published by Schomberg et al. 2021 [submitted]. Further de-
tails, in particular a data availability statement, can be found there. Information without di-
rect reference have been kindly provided by the operators in their function as practice part-
ners in the project WANDEL. 

The LCA models of the four case studies are described below, consisting of general infor-
mation, modifications of the used ecoinvent 3.5 dataset (Wernet et al. 2016) for the construc-
tion and operation phases, a definition of the functional unit, and the allocation approach and 
information on specific data handling.  

Case study 1, the coal-fired power plant Heyden in Petershagen on the Weser River, was 
chosen as reference for conventional power generation within the project WANDEL. It is 
still the most powerful power plant in Germany with a net capacity of 875 MW, although 
commissioned already in 1987. In connection with the German coal phase-out it is expected 
to remain in operation until the end of 2025. The fuel used is hard coal, which is mainly 
supplied from Russia. The exhaust gases from combustion are cleaned by gradually passing 
through denitrification, dedusting and desulfurization plants. Wastewater is treated by one 
of the world's first ultrafiltration plants. The coal power plant produces other reference prod-
ucts such as fly ash, gypsum and slag during the operational phase, which are reused for 
various purposes, but neglected here for their small economic value. For the case study mod-
elling, an ecoinvent 3.5 dataset for an average European coal-fired power plant is used and 
no modifications are made for the construction phase. For the operational phase, the net 
water demand is assumed to be 0.001 m3 kWh-1. This value is obtained by considering the 
loss from cooling water input. Moreover, a variety of material inputs and emissions to air 
and water, such as cadmium and mercury, are added. The functional unit of the operational 
phase is 1 kWh for all case studies. The construction phase inventory is also related to 1 
kWh by a factor resulting from a total electricity production of 1011 kWh over a lifetime of 
35 years considering the German coal phase-out and a capacity of 875 MW. 

Case study 2, the hydropower plants on the Danube, consists of six barrages between the 
Bavarian towns of Oberelchingen and Faimingen which were built between 1960 and 1965. 
They have two double-regulated Kaplan turbines with standing shafts and one directly at-
tached synchronous generator each. The heads are 5 to 7 m, the outputs are 7 to 10 MW, and 
each weir generates an average of about 50 GWh per year. An ecoinvent 3.5 dataset for an 
average European ROR hydropower plant is used as the basis for the case study modelling. 
For the construction phase, areas transformed during construction or occupied by case study 
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facilities are analysed from satellite imagery. For the other case studies, this has been carried 
out analogously. For the operational phase, the equation P = Q x h x c1 is used to calculate 
a turbine water consumption of 111 m3 kWh-1 (P: power in W, Q: water flow in m3 s-1, h: 
head in m, c1 = 8.5 KN m-3, where the latter includes gravity, density of water and a plant 
efficiency of 85%). As additional impoundment areas are responsible for additional evapo-
ration losses during the operational phase, this is considered by taking into consideration a 
total conversion to water bodies by the six impoundments of about 1 million m2 and an 
evaporation rate of 643 L m-2 a-1, as described in the literature for similar latitudes (Berry & 
Stichling 1954). Evaporation losses from impoundment are hence calculated as 0.02 m3 
kWh-1, as the reservoir water evaporation of 0.03 m3 kWh-1 used in ecoinvent 3.5 for German 
non-alpine reservoirs could not be verified. The measurement of additional impoundment 
areas was carried out with the help of satellite images and is subject to a great deal of uncer-
tainty. In the absence of more precise data, they are intended to give an idea of the possible 
magnitude of water consumption through evaporation. Due to their spatial proximity, the six 
impoundments were accounted for together as one case study. The construction phase in-
ventory is referenced to 1 kWh by a factor based on the total power of the six dams of 52 
MW, an annual production of 50 million kWh, and a lifetime of 80 years (Dones et al. 2007) 
for the cement in dams, tunnels, and control units (the latter considered only in the conver-
sion for the construction phase). Shorter lifetimes for steel and pipes are already considered 
in ecoinvent 3.5. 

Case study 3, the Noor I CSP, commissioned in 2016, is located near the city of Ouarzazate. 
The site has one of the highest solar irradiances in the world, with 2,635 kWh m-2 annually. 
The plant comprises a solar field, a power block and a thermal energy storage unit. It has a 
capacity of 160 MW. In the solar field, parabolic trough collectors use solar radiation to heat 
a heat transfer fluid. The power block, consisting of a steam generation system, superheater, 
turbine, reheater, condenser, preheater, optional boiler, heat exchangers, cooling tower, and 
pumps, takes this fluid to convert it into electricity (Aquachmar et al. 2019). Unlike Noor's 
successor projects in the region, Noor I's cooling system still relies on water. Additionally, 
water is needed to remove sand from the solar panels. It is drawn from the nearby El Mansour 
Eddahbi reservoir. An ecoinvent 3.5 dataset for a 50 MW CSP is used as the basis for the 
case study modelling. For the construction phase, an occupancy of about 40 million m2 by 
industrial areas and a total water consumption of 0.3 million m3 are considered. For the op-
eration phase, the energy input from the sun is accounted for. It is calculated by dividing the 
energy output of 1 kWh by 25% representing the thermal energy-to-electricity-efficiency 
(Piemonte et al. 2012). For the LCA analysis, the total energy input is not considered, but 
the efficiency of the system after the solar heat is converted into thermal energy. If the solar 
energy to thermal energy conversion efficiency of about 59% (Piemonte et al. 2012) is con-
sidered, the total solar energy-to-electricity-efficiency would be 15% (Soomro et al. 2019). 
A water consumption of about 5 l kWh-1 is considered for cooling purposes and cleaning of 
solar panels as evaporative loss. The construction phase inventory is referenced to 1 kWh 
using a factor based on the total capacity of 160 MW, a net annual production of 370 million 
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kWh (data kindly provided by the operator), and a lifetime of 30 years (Raboaca et al. 2019, 
considered only in the conversion for the construction phase).  

Case study 4 is the sugarcane cultivation in the Rio dos Patos basin, Brazil. Sugarcane is 
grown on a total available area of 65,000 ha of formerly degraded pasture land. After harvest 
the fresh plants are crushed to separate the plant fibres from the sugar cane water. The fibres 
are further processed to produce sugar, ethanol and yeast. The remaining sugar cane water, 
known as venasse, is returned to the fields as irrigation water and fertilizer to complete the 
cycle. The squeezed plant fibres, known as bagasse, are burned through a system of boilers, 
steam turbine and generator to produce electricity. The electricity is partially used for self-
supply and otherwise fed into the power grid, while additional heat generated is fed into the 
sugar fermentation process. Since 54% of the sugar cane produced each year is irrigated and 
water shortages can often occur in the region during the dry season, the operator is making 
extensive efforts to steadily reduce water consumption in agriculture and industry (see also 
chapter 3.4.1). Two LCA models with different system boundaries were chosen for the anal-
ysis of the case study, which differ in that (1) bagasse is considered as a reference product 
of sugar and ethanol production and (2) as their waste product. From an LCA perspective, 
this is a critical issue which is described in detail by Schomberg et al. 2021 (in preparation). 
In order to be able to do justice to the different circumstances, especially in international 
comparisons, both models were considered comparatively in this study. The model with ba-
gasse as reference product is based on a dataset from ecoinvent 3.5 for electricity from sug-
arcane (Jungbluth & Chudacoff 2007). For the construction phase, a 40 MW gas turbine and 
a conversion of approximately 500,000 m2 of pasture to industrial land were added. For the 
operation phase, in the sugarcane production process step, the calorific value of sugarcane 
of 5 MJ kg-1, the conversion of pasture to irrigated and non-irrigated annuals, the occupancy 
of irrigated and non-irrigated annuals, and an evapotranspiration of 0.38 m3 kg-1 were con-
sidered. In the power generation process step, a net water demand of 0.008 m3 kWh-1 was 
considered due to evapotranspiration losses from the boiler system. For the bagasse as ref-
erence product, an economic allocation of sugarcane juice and sugarcane bagasse was carried 
out. The LCA waste model is based on the same ecoinvent 3.5 data. For the construction 
phase, only the 40 MW gas turbine was considered without modifications. For the operation 
phase, only the power generation process step was considered with a net water demand of 
0.008 m3 kWh-1. The construction phase inventory was referenced to 1 kWh using a factor 
based on a net annual bagasse production of 700 million kg, a turbine capacity of 40 MW, a 
service life of 50 years and an estimated share of bagasse processing infrastructure in the 
total sugar mill of 5%. 
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Land Use change Scenarios - detailed modeling approach 

For the simulation of the spatial distribution of irrigated cropland, basically the same input 
data is used as for rainfed cropland as both apply for farming activities in general. However, 
to allocate irrigated cropland areas separately from cropland areas under rainfed conditions, 
additional irrigation specific input data is needed. An overview of model input data is given 
by Table B 1. Information on the current location and extent of irrigated areas is taken from 
the dataset of the Digital Global Map of Irrigation Areas (GMIA) (Siebert et al., 2013). It 
provides global information on the area equipped for irrigation per grid cell around the year 
2005 with a spatial resolution of 5 by 5 arc-minutes. Information on the harvested area as 
well as the produced amount of different crop types per country is taken from FAOSTAT 
(FAO, 2021b) for the initial land use map and from scenario assumptions for simulation 
runs. Since data from FAOSTAT do not differentiate between irrigated and rainfed condi-
tions, results from the SPAM model (IFPRI, 2019) are used and aggregated at country level 
to split FAOSTAT data into irrigated and rainfed parts. SPAM1 disaggregates crop statistics 
and produces global gridded maps of agricultural production patterns at a 5 arc-minute spa-
tial resolution for 42 crops and four farming systems. Information on potential crop yields 
per grid cell is generated by the dynamic global vegetation model LPJmL2 (Bondeau et al., 
2007), under both rainfed as well as irrigated conditions. Data are provided on a global grid 
with a 30 arc-minute resolution for current climate conditions (averaged over the reference 
period 1971–2000). Since irrigation needs water, the accessibility to water is a crucial factor 
for irrigation farming. This information is derived by calculating a river network density per 
grid cell as a line density of streams per grid cell based on A Simple Global River Bankfull 
Width & Depth Database (Andreadis et al., 2013). In order to decide where and to what 
extend irrigated cropland areas are allowed to expand, so-called irrigation units are formed, 
which represent a reference space (see below). First and most important reference space is 
formed by 143,653 river basins and sub-basins provided by the global water model Wa-
terGAP3, covering the global land area except Greenland and Antarctica (Brauman et al., 
2016; Eisner, 2016). If a river basin does not meet the requirements as a reference space, 
larger spaces formed by country borders and 18 Global Agro-Ecological Zones (GAEZ) are 
used. Each GAEZ is characterized by similar growing conditions considering length of 

                                                 
1 SPAM website: https://www.mapspam.info/ 
2 LPJmL website: https://www.pik-potsdam.de/en/institute/departments/activities/biosphere-water-
modelling/lpjml  
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growing period, absolute minimum temperature and growing degree days (Ramankutty et 
al., 2007). 

In order to identify grid cells that have appropriate conditions and thus a high probability of 
a particular land use, the preference of each grid cell is identified at the beginning of every 
time step based on micro level information. Then a ranking list of evaluated grid cells is 
generated, starting with the highest preference value. A full description of the general pro-
cedure is given in (Schaldach et al., 2011) and (Schüngel et al., 2021). The preference of 
each grid cell arises from a multi-criteria analysis considering suitability factors and con-
straining factors. Suitability factors comprise the most relevant geographical as well as bio-
physical conditions. Constraining factors will allow certain land use changes to be prohibited 
if minimum requirements are not met. Examples are land use changes within a nature con-
servation area may be prohibited by policy decisions or the assumption of a minimum po-
tential yield per hectare to be converted to cropland. To calculate the suitability of a grid cell 
for irrigated crop types, basically the same factors are used as for rainfed crop types. Addi-
tional irrigation specific factors are potential irrigated crop yield and river network density. 
Potential irrigated crop yield is an indicator of productivity with high values indicating a 
high suitability. River network density provides information on the accessibility to surface 
water resources. Again, a positive correlation is assumed between the factor and the grid 
cells’ suitability. Irrigation specific constraint factors are minimum irrigated yield and min-
imum yield gain. The minimum yield gain ensures that the higher effort of irrigation farming 
provides an adequate advantage over rainfed farming. It describes a defined minimum dif-
ference between the crop type specific potential irrigated and rainfed yield per grid cell that 
has to be exceeded to allocate the respective irrigated crop type. In addition to the minimum 
yield gain, a minimum irrigated yield is used to define the minimum productivity from which 
it is worthwhile to cultivate an irrigated crop on a grid cell, regardless of the yield difference 
between irrigated and rainfed conditions. Table B 2 gives an overview of all suitability and 
constraint factors used for calculating a grid cells’ preference for irrigated crop types. 

LandSHIFT is always initialized with a global land cover map based on remote sensing, 
which provides information on the location of settlement and cropland as well as a variety 
of natural land cover types such as forest, grassland and shrubland. For this study we used 
CCI land cover map for the year 2015 (ESA Climate Change Initiative, 2017). As we con-
sider GMIA as the current state of global irrigated areas, irrigated crop types are initially 
allocated only to areas given by this database, according to the demand derived from the 
statistical data from FAOSTAT as well as the SPAM model. The result is a global map 
showing the current crop type specific distribution of irrigated crop land. It builds the base 
map for the following scenario simulation runs. The model distinguishes between 11 primary 
crop classes, each under irrigated and rainfed conditions. These are: temperate cereals, trop-
ical cereals, maize, annual oil crops, pulses, rice, temperate roots and tubers, cotton, soybean, 
sugarcane, other crops. In addition, fodder crops are modelled only under rainfed conditions. 
Usually, the irrigated area given by GMIA or the previous time step does not perfectly match 
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the demand from the statistics or scenario data. In case that not all given area is needed to 
meet the demand, areas of less suitable grid cells are not used and turn into the land use type 
set-aside_irrigated. It is subjected for possible re-use by irrigated crop types for several time 
steps and cannot be replaced by rainfed crops or pasture. According to cost-benefit strategies, 
it is assumed that reactivating former used irrigation infrastructure is more likely than in-
stalling new irrigation systems and developing new irrigated cropland. In case that more area 
is needed than given by GMIA or the previous time step, at first the set-aside_irrigated areas 
are used, if existent (only possible in simulation runs). If set-aside_irrigated does not exist 
or is insufficient, additional new suitable land has to be converted to irrigated cropland that 
has never been irrigated before.  

The extent of expansion of new irrigated area of a suitable grid cell is based on statistical 
values (see below) of all irrigated grid cells located within the same irrigation unit. An irri-
gation unit is a reference space and basically formed by one out of 143,653 river (sub) basins. 
In order to calculate robust statistics, a river (sub) basin has to meet two minimum require-
ments. It must have a size of at least 100 grid cells and at least 10 irrigated grid cells. If this 
is not the case, lager reference spaces are needed such as countries or GAEZs. At first sta-
tistics are calculated based on all irrigated grid cells located within the same country as well 
as the same GAEZ. If this is not sufficient (< 100 grid cells, < 10 irrigated grid cells), statis-
tics are calculated based on all irrigated grid cells within the same country. If this is still not 
sufficient, only the GAEZ forms the irrigation unit. And in the rare case that this is still not 
sufficient, a global default value is used. The overlay of countries and GAEZ is a proper 
substitute since it considers the socio-economic conditions of a country as well as its possible 
variety of natural growing conditions. This accounts especially for large countries. Two sta-
tistical values, the median and the 90th percentile, are calculated from the fractions of irri-
gated area of each irrigated grid cell within the same irrigation unit. For the initial base map 
these values are calculated after all areas given by GMIA have been fully utilized. For the 
scenario simulation runs they are calculated at the beginning of every time step based on the 
final irrigated areas of the previous time step. Hence, they change and adapt with every time 
step, provided that there was a change in irrigated area in at least one grid cell. If the irrigated 
fraction of area within a suitable grid cell is lower than the median value of all irrigated grid 
cells within the same irrigation unit, the irrigated fraction of the grid cell is expanded to the 
median value. If the irrigated fraction of a suitable grid cell is already higher or equal to the 
median value of all irrigated grid cells within the same irrigation unit, the fraction of the grid 
cell is expanded to the 90th percentile. The 90th percentile value ensures that possible outli-
ers do not distort the result (in contrast to a maximum value). In case that the irrigated frac-
tion of a grid cell is already above the 90th percentile value, it is expanded (limited to grid 
cells’ total available land area) according to the demand increase factor (DIF). DIF describes 
the relative change in demand for an irrigated crop type per country compared to the demand 
of the previous time step. If after this procedure demand is left, the procedure is repeated 
once again, but without considering the median value, since all suitable cells have already 
expanded their irrigated area at least up to the median value. If this was still not sufficient, 
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grid cells are allowed to expand the irrigated area up to cells’ maximum available land area. 
The allocation of irrigated crop types ends when all demand is met or nor more land is avail-
able. In the latter case, the left over is saved in a text file. Figure B 1 depicts the first round 
of the algorithm for allocating irrigated crop production to new irrigated areas, i.e. the first 
round after all already existing irrigated areas as well as set-aside_irrigated areas have been 
fully utilized and expansion is required. 

 
Figure B 1: Flowchart for allocating irrigated crop production to new irrigated areas (first 

round of algorithm). p50 = 50th percentile (median), p90 = 90th percentile, DIF = demand 
increase factor. 
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Table B 1: Input data used in this report for simulations with LandSHIFT 

Spatial level Model varia-
ble 

Purpose Comment Source 

Country Crop produc-
tion,  

area harvested 

Baseline 
definition 

FAOSTAT data downloaded in 01/2021 from 
http://www.fao.org/faostat/en/#data/QC 

FAO (2021) 

 physical area, 
crop produc-
tion rainfed/ir-
rigated 

Baseline 
definition 

Results from the SPAM model for 2010 on 5 arc 
minute resolution aggregated on country-level to 
split crop production from FAOSTAT into irrigated 
and rainfed parts and to convert harvested into 
physical area 

IFPRI (2019) 

 change in crop 
yield 

Scenario 
simulation 

Assumptions from two different model runs of the 
REMIND-MAgPIE modeling framework; trends 
applied on the potential crop yields on grid cell 
level  

Bauer et al. 
(2017) 

 change in crop 
production 

Scenario 
simulation 

Assumptions from two different model runs of the 
REMIND-MAgPIE modeling framework, trends 
applied on production volumes on country level 

Bauer et al. 
(2017) 

 Population 
change 

Scenario 
Simulation 

Assumptions (total number, urban and rural share) 
taken from country-level SSP database for SSP2; 
applied on population on country level 

KC & Lutz 
(2017), Rihahi 
et al. (2017) 

Grid, 30 arc 
minutes 

Potential Crop 
yields rainfed 
& irrigated 

Biomass 
productivity 

Potential crop yields were calculated by LPJmL 
for current climate conditions, defined by the ref-
erence period 1971-2000. For this purpose, data 
was taken from the “CRU TS 2.1” gridded dataset 
for monthly precipitation, air temperature, cloud 
cover, and frequency of wet days.  

Bondeau et al. 
(2007) 

Mitchell & 
Jones (2005)  

Grid, 5 arc 
minutes 

Land use/land 
cover type 

Baseline 
definition 

Remote sensing product on land cover from ESA 
Climate Change Initiative (CCI). 

ESA (2019) 

 Fraction of ir-
rigated area 

Baseline 
definition 

Current fraction of irrigated area per grid cell was 
taken from Digital Global Map of Irrigation Areas  

Siebert et al. 
(2013) 

 Population 
density 

Baseline 
definition 

Population density for each cell was derived from 
HYDE https://themasites.pbl.nl/trid-
ion/en/themasites/hyde/download/index-2.html 

Klein-
Goldewijk 
(2005) 

 Terrain slope Preference 
ranking 

Grid level information on terrain slope is based 
upon data from the agro-ecological zones project. 

IIASA & FAO 
(2000) 

 River network 
density 

Preference 
ranking 

River network density was calculated as line den-
sity of streams per cell based on “A Simple Global 
River Bankfull Width and Depth Database” 
http://gaia.geosci.unc.edu/rivers/ 

Andreadis et al. 
(2013) 
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Table B 2: Factors for preference ranking for irrigated crop types with LandSHIFT 

 

  

 Road infra-
structure 

Preference 
ranking 

Information on road infrastructure was obtained 
from the gRoads Dataset v1. 

CIESIN & 
ITOS (2013) 

 Nature Conser-
vation areas 

Preference 
ranking 

The location of nature conservation areas was de-
rived from the world database on protected areas. 

UNEP-WCMC 
& IUCN (2013) 

Irrigation 
units 

River (sub) ba-
sins 

Irrigation 
reference 
space 

(sub) river basins that are not larger than 20,000 
km² form the general irrigation response unit, pro-
vided by the global water Model WaterGAP3 

Brauman et al. 
(2016) 

 GAEZ Irrigation 
reference 
space 

18 Global Agro Ecological Zones (GAEZ), repre-
sent natural growing conditions, used to form 
larger irrigation units in case that river (sub) basins 
do not fulfil minimum requirements, 
https://www.gtap.agecon.purdue.edu/re-
sources/res_display.asp?RecordID=3184 

Ramankutty et 
al. (2007) 

 Factor Correlation Co-domain Irrigation specific 

Suitability Terrain slope negative 0 to 1 no 

 Potential irrigated crop yield positive 0 to 1 no 

 Neighborhood to cropland cells positive 0 to 1 no 

 Population density positive 0 to 1 no 

 Road infrastructure positive 0 to 1 no 

 River network density positive 0 to 1 yes 

Constraints Nature conservation area  boolean no 

 Minimum yield gain  boolean yes 

 Minimum irrigated yield  boolean yes 
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Table B 3: Mapping crop classes of LandSHIFT and REMIND-MAgPIE 

LandSHIFT crop classes REMIND-MAgPIE crop classes 

temperate cereals tece 

tropical cereals trce 

maize maize 

annual oil crops groudnut, sunflower, rapeseed, oilpalm 

pulses puls_pro 

rice rice_pro 

temperate roots and tubers potato, sugar_beet 

cotton cotton_pro 

soybeans soybean 

sugar cane sugr_cane 

fodder foddr 

other crops others, cassava_sp 
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Table B 4: Production trends (factors) of irrigated crop classes for scenario SSP2_26 

 

  

2015 2020 2025 2030 2035 2040
AFR temperate cereals 1.00 1.07 0.78 0.83 0.90 1.55

tropical cereals 1.00 1.00 1.08 0.96 1.71 1.83
maize 1.00 1.09 2.61 12.89 37.00 39.34
annual oil crops 1.00 1.09 1.17 1.26 1.36 1.45
pulses 1.00 4.29 5.22 5.47 8.54 8.25
rice 1.00 1.35 2.08 2.86 2.06 2.19
temperate roots & tubers 1.00 1.11 1.22 1.33 1.44 1.54
cotton 1.00 1.11 2.99 1.75 3.46 3.21
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.16 1.24 2.80 2.49 2.65
other crops 1.00 1.00 1.38 5.82 9.67 10.27

CPA temperate cereals 1.00 2.49 4.30 4.91 5.09 5.23
tropical cereals 1.00 1.36 1.43 1.48 1.53 1.58
maize 1.00 0.32 0.47 0.29 2.83 2.89
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.22 2.68 2.78 2.66 2.73
temperate roots & tubers 1.00 1.05 1.02 1.03 1.01 0.97
cotton 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.26 1.54 1.60 1.86 2.00
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
other crops 1.00 1.00 1.00 1.00 1.00 1.00

EUR temperate cereals 1.00 0.94 1.01 1.08 1.16 1.48
tropical cereals 1.00 1.00 1.00 1.00 1.00 1.00
maize 1.00 1.04 1.00 0.95 0.90 0.85
annual oil crops 1.00 1.01 1.01 1.02 1.02 1.02
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.00 1.00 1.00 1.00 0.99
temperate roots & tubers 1.00 1.05 1.05 1.05 1.05 1.04
cotton 1.00 1.00 1.00 0.99 0.98 0.97
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane
other crops 1.00 1.00 1.00 1.01 1.01 1.02

FSU temperate cereals 1.00 1.08 1.14 1.22 1.26 1.27
tropical cereals
maize 1.00 1.05 1.30 1.89 2.31 2.39
annual oil crops 1.00 1.04 1.07 1.11 2.95 4.92
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.06 0.98 0.40 0.07 0.07
temperate roots & tubers 1.00 0.87 0.90 0.75 0.72 0.52
cotton 1.00 1.01 1.00 1.01 1.00 0.99
soybeans 1.00 1.00 1.00 2.83 9.33 18.00
sugarcane
other crops 1.00 1.13 1.21 1.27 0.64 0.66

LAM temperate cereals 1.00 1.02 1.07 1.10 1.11 1.11
tropical cereals 1.00 1.06 55.59 57.26 57.74 57.74
maize 1.00 2.48 2.96 1.98 2.37 2.94
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 4.11 4.30 5.75 5.80 2.63
temperate roots & tubers 1.00 1.03 1.05 1.06 1.06 1.07
cotton 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.06 1.12 3.62 2.70 2.37
sugarcane 1.00 1.32 1.59 1.61 1.62 1.62
other crops 1.00 1.70 2.00 1.46 2.42 2.08
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Table B 5: Production trends (factors) of irrigated crop classes for scenario SSP2_45 

 

  

2015 2020 2025 2030 2035 2040
AFR temperate cereals 1.00 1.07 0.78 0.85 0.93 0.49

tropical cereals 1.00 1.00 1.08 0.94 1.33 1.75
maize 1.00 1.09 4.41 16.07 38.03 41.66
annual oil crops 1.00 1.09 1.18 1.28 1.40 1.51
pulses 1.00 4.29 5.30 5.71 7.79 10.12
rice 1.00 1.35 1.40 3.02 3.11 2.29
temperate roots and tubers 1.00 1.11 1.22 1.33 1.44 1.54
cotton 1.00 1.11 3.01 3.27 1.95 1.51
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.16 1.25 3.31 2.56 2.77
other crops 1.00 1.00 1.82 7.26 10.05 10.89

CPA temperate cereals 1.00 2.49 4.30 3.60 5.01 3.31
tropical cereals 1.00 1.36 1.43 1.48 1.51 1.53
maize 1.00 0.32 0.46 1.74 0.30 1.14
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.22 2.68 2.77 2.83 2.87
temperate roots and tubers 1.00 1.05 1.01 1.04 1.01 0.97
cotton 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.26 1.51 1.56 1.59 1.61
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
other crops 1.00 1.00 1.00 1.00 1.00 1.00

EUR temperate cereals 1.00 0.94 1.01 1.08 1.16 1.16
tropical cereals 1.00 1.00 1.00 1.00 1.00 1.00
maize 1.00 1.04 1.00 0.95 0.90 0.90
annual oil crops 1.00 1.01 1.01 1.02 1.02 1.02
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.00 1.00 1.00 1.00 0.99
temperate roots and tubers 1.00 1.05 1.05 1.05 1.15 1.36
cotton 1.00 1.00 1.00 0.99 0.98 0.97
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane
other crops 1.00 1.00 1.00 1.01 1.01 1.02

FSU temperate cereals 1.00 1.08 1.14 1.16 1.24 1.21
tropical cereals
maize 1.00 1.05 1.09 1.85 1.91 1.93
annual oil crops 1.00 1.04 1.07 1.10 0.14 2.17
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.06 1.09 1.13 0.45 0.40
temperate roots and tubers 1.00 0.87 0.91 0.76 0.66 0.70
cotton 1.00 1.01 1.01 1.00 0.99 0.97
soybeans 1.00 1.00 1.00 1.83 8.33 9.33
sugarcane
other crops 1.00 1.13 1.20 1.24 1.27 1.20

LAM temperate cereals 1.00 1.02 1.07 1.11 1.13 1.13
tropical cereals 1.00 1.06 55.58 57.73 59.16 59.98
maize 1.00 2.48 2.97 2.11 2.16 2.68
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 4.11 4.31 4.47 4.70 4.90
temperate roots and tubers 1.00 1.03 1.05 1.06 1.06 1.07
cotton 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.06 1.12 3.26 3.62 4.00
sugarcane 1.00 1.32 1.59 1.62 1.66 1.69
other crops 1.00 1.70 2.00 1.89 1.65 1.21
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Table B 6: Yield trends (factors) of irrigated crop classes for scenario SSP2_26 

 

  

2015 2020 2025 2030 2035 2040
AFR temperate cereals 1.00 1.09 1.18 1.26 1.36 1.45

tropical cereals 1.00 1.14 1.23 1.25 1.31 1.40
maize 1.00 1.09 1.32 1.03 1.00 1.06
rice 1.00 1.04 1.16 1.24 1.58 1.68
pulses 1.00 1.39 1.46 1.56 1.63 1.74
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
cotton 1.00 1.10 1.49 1.47 1.73 1.74
sugarcane 1.00 1.13 1.21 1.12 1.55 1.65
annual oil crops 1.00 1.09 1.17 1.26 1.36 1.45
temperate roots and tubers 1.00 1.09 1.16 1.24 1.41 1.50
other crops 1.00 1.07 1.55 1.57 1.59 1.69

CPA temperate cereals 1.00 1.06 1.11 1.15 1.19 1.22
tropical cereals 1.00 1.06 1.12 1.16 1.20 1.23
maize 1.00 1.02 1.10 1.09 1.27 1.30
rice 1.00 1.04 1.00 1.04 1.08 1.11
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.03 1.11 1.15 1.20 1.23
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.14 1.22 1.27 1.29 1.31
other crops 1.00 1.00 1.00 1.00 1.00 1.00

EUR temperate cereals 1.00 0.99 1.00 1.01 1.02 1.03
tropical cereals 1.00 1.00 1.00 1.00 1.00 1.00
maize 1.00 1.00 1.00 1.00 1.00 0.97
rice 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.00 1.00 1.00 1.00 1.00
other crops 1.00 1.00 1.00 1.00 1.00 1.00

FSU temperate cereals 1.00 1.02 1.05 1.03 0.97 1.00
tropical cereals
maize 1.00 1.05 1.11 1.15 1.22 1.26
rice 1.00 1.04 1.17 1.21 1.28 1.33
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.05 1.09 1.50 1.94 2.12
cotton 1.00 1.05 1.12 1.32 1.37 1.46
sugarcane
annual oil crops 1.00 1.04 1.08 1.12 1.02 1.51
temperate roots and tubers 1.00 1.04 1.09 1.19 1.43 1.58
other crops 1.00 1.08 1.13 1.16 1.83 1.90

LAM temperate cereals 1.00 1.09 1.14 1.18 1.19 1.19
tropical cereals 1.00 1.06 1.08 1.11 1.12 1.12
maize 1.00 1.35 1.89 1.67 1.73 1.79
rice 1.00 1.05 1.10 1.26 1.27 1.45
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.06 1.12 1.28 1.24 1.25
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.06 1.12 1.16 1.17 1.17
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.07 1.12 1.15 1.16 1.16
other crops 1.00 0.73 0.72 0.91 0.71 0.69
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Table B 7: Yield trends (factors) of irrigated crop classes for scenario SSP2_45 

 

  

2015 2020 2025 2030 2035 2040
AFR temperate cereals 1.00 1.09 1.19 1.29 1.40 1.53

tropical cereals 1.00 1.14 1.24 1.34 1.39 1.51
maize 1.00 1.09 1.39 1.02 1.02 1.09
rice 1.00 1.04 1.10 1.25 1.52 1.76
pulses 1.00 1.39 1.47 1.59 1.78 1.80
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
cotton 1.00 1.10 1.50 1.63 1.64 1.51
sugarcane 1.00 1.13 1.22 1.11 1.59 1.72
annual oil crops 1.00 1.09 1.18 1.28 1.40 1.51
temperate roots and tubers 1.00 1.09 1.17 1.27 1.46 1.58
other crops 1.00 1.07 1.73 1.59 1.64 1.77

CPA temperate cereals 1.00 1.06 1.11 1.14 1.17 1.19
tropical cereals 1.00 1.06 1.12 1.16 1.18 1.20
maize 1.00 1.02 1.10 1.20 1.10 1.21
rice 1.00 1.04 1.00 1.04 1.06 1.08
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.03 1.11 1.15 1.17 1.19
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.14 1.22 1.26 1.29 1.31
other crops 1.00 1.00 1.00 1.00 1.00 1.00

EUR temperate cereals 1.00 0.99 1.00 1.01 1.02 1.02
tropical cereals 1.00 1.00 1.00 1.00 1.00 1.00
maize 1.00 1.00 1.00 1.00 1.00 1.00
rice 1.00 1.00 1.00 1.00 1.00 1.00
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.00 1.00 1.00 1.00 1.00
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.00 1.00 1.00 0.92 0.82
other crops 1.00 1.00 1.00 1.00 1.00 1.00

FSU temperate cereals 1.00 1.02 1.04 1.13 1.05 1.03
tropical cereals
maize 1.00 1.05 1.09 1.13 1.16 1.17
rice 1.00 1.04 1.08 1.12 1.22 1.23
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.05 1.09 1.35 1.79 1.92
cotton 1.00 1.05 1.11 1.27 1.34 1.36
sugarcane 1.00 1.00 1.00 1.00 1.00 1.00
annual oil crops 1.00 1.04 1.08 1.11 0.69 0.97
temperate roots and tubers 1.00 1.04 1.09 1.16 1.30 1.52
other crops 1.00 1.08 1.10 1.17 1.19 1.24

LAM temperate cereals 1.00 1.09 1.14 1.19 1.23 1.25
tropical cereals 1.00 1.06 1.08 1.12 1.15 1.16
maize 1.00 1.35 1.89 1.67 1.71 1.80
rice 1.00 1.05 1.10 1.15 1.17 1.18
pulses 1.00 1.00 1.00 1.00 1.00 1.00
soybeans 1.00 1.06 1.12 1.28 1.33 1.36
cotton 1.00 1.00 1.00 1.00 1.00 1.00
sugarcane 1.00 1.06 1.12 1.17 1.20 1.22
annual oil crops 1.00 1.00 1.00 1.00 1.00 1.00
temperate roots and tubers 1.00 1.07 1.12 1.16 1.19 1.20
other crops 1.00 0.73 0.73 0.79 0.89 1.20
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